5. Métodos de previsao por amortecimento exponencial

5.1. Métodos baseados num modelo de nivel constante

5.2. Métodos baseados num modelo com tendéncia linear

5.3. M¢étodos baseados num modelo com tendéncia quadratica
5.4. Métodos baseados em modelos sazonais

5.5. Busca do valor das constantes de amortecimento

5.6. Conclusio

5.7. Apéndices

Os métodos de amortecimento exponencial (exponential smoothing) sdo extensdes
dos métodos de médias moveis que vimos no Cap. 4, e baseiam-se também na 1déia de
atualizagdo iterativa das estimativas dos parametros do modelo. Isto é coerente com a
1déia de que os modelos empregados sejam /ocais, validos apenas numa janela de tempo
limitada; por 1sso, adotar um modelo linear (por exemplo) ndo implica supor que todos os
valores da série evoluam em torno de uma linha reta inica, mas sim que a série se compor-
ta em pequenos trechos de forma linear, com parametros (nivel e tendéncia) que podem
variar um pouco ao longo do tempo e devem por isso ser re-estimados a cada passo. A
diferenca entre estes dois métodos € que, nas médias movelis, as estimativas feitas com os
dados mais recentes substituem as estimativas anteriores (que sao descartadas); no amorte-
cimento exponencial, as estimativas feitas com os dados mais recentes sdo combinadas
com as estimativas anteriores, por meio de meédias ponderadas.

Ha varias formas de implementar esta idéia; veremos a seguir algumas das que tém
sido mais usadas na pratica. Os primeiros metodos foram criados por Robert G. Brown nos
anos 1940s, e foram publicados a partir de 1956 [']. Por isso, 0 método basico, o amorteci-
mento exponencial simples, usado quando a série tem nivel constante, € também chamado
as vezes de método de Brown. Se existe uma tendéncia na série, deve ser usado um meétodo
que leve em conta esta tendéncia; um destes métodos € o amortecimento exponencial duplo
de Brown, baseado em médias amortecidas simples e duplas, e num sistema de duas equa-
¢Oes que permitem a estimac¢ao simultanea do nivel e da tendéncia. Charles Holt propos
outro método [*], no qual as estimacdes do nivel e da tendéncia sio feitas recursivamente
por duas equagoes separadas, cada qual com sua propria constante de amortecimento. Por
fim, se as séries sdo sazonais, ha o método de Holt-Winters [*] uma generalizacio do méto-
do de Holt, que permite a estimacao de fatores sazonais. Neste metodo ha trés equagoes —
para nivel, tendéncia e fatores sazonais —, cada qual com sua propria constante de amorte-
cimento.

Em todos os métodos de amortecimento exponencial que veremos a seguir, supore-
mos que os valores observados podem ser representados por um modelo no qual o nivel z4,
dado por uma fun¢do deterministica do tempo, € somado a um erro aleatorio &:

Z,=p, +¢&

onde
1 - nivel médio no instante ¢
s ; o e . 2
&; : variaveis aleatorias 1.1.d., caracterizadas por E(¢))=0e V(g;) = 0o
Este nivel, por sua vez, pode seguir um modelo constante, um modelo linear ou um

quadratico:

hitps://projetosigma.org (Séries Temporais — H.S Hippert)



nivel constante — i =
nivel variando de forma linear — 4, =a+Dbt
nivel variando de forma quadratica — i =a+bt+ct’

Como sera visto a seguir, nestes métodos a estimagdo dos parametros € feita por
meio de procedimentos recursivos, e nao pela minimiza¢ao de uma func¢io de erro esco-
lhida, como ¢ usual na Estatistica. No entanto, como veremos mais tarde, alguns destes
métodos de amortecimento podem ser considerados como casos particulares de modelos
estatisticos mais gerais.

Nota: o amortecimento exponencial ¢ também chamado as vezes de alisamento exponencial, ou de
suaviza¢do exponencial (traducdo recomendada pela Sociedade Portuguesa de Estatistica e pela Asso-
ciacio Brasileira de Estatistica [*]).
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