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5.2.0. Introduciao

A 1déia de amortecimento exponencial pode ser estendida para situagdes em que o
nivel da série ndo € constante, mas varia ao longo do tempo de acordo com uma tendéncia.
Veremos nesta secdo métodos desenvolvidos para modelos com tendéncia linear; na se¢do
5.3, veremos os métodos para modelos com tendéncia quadratica.

O modelo basico, como o da se¢do anterior, ¢ dado pela combinacdo de um nivel
com um erro aleatorio:
=+ &

Agora, contudo, o nivel ndo sera mais uma constante, e sim uma func¢ao linear g do tempo:
M = a-+bt

Portanto, o modelo linear ¢ dado por
Z,=a+bt+¢, (1)

onde a e b sdo constantes. Se o erro & € uma sequeéncia de variaveis aleatorias 1.1.d., de

média nula e variancia o, o valor esperado e a variancia de Z; serdo dados por:
E(Z)=a+bt

As previsdes para o instante t = T+k, feitas no instante atual = T’ por extrapolacido da
tendéncia b, sdo dadas por:

Zr yr=E(Zr. | Zr)
Zrwr=Ela+bT+k) +er, | Zr]=ar + by (T+k)

ou, para simplificar, chamando o instante atual de 7= 0,
éﬂm =E{a+bk+éer.; |Zrt=ar +3;rk

Em particular, a previsdo um-passo-a-frente sera dada por:
2r+1|r =ar +br (2)

onde a, e b, sdo as estimativas no nivel e da tendéncia, respectivamente, feitas no instan-
te atual r = T.
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5.2.1. Método de amortecimento exponencial duplo de Brown

Este método estima os dois parametros a e b a partir de um sistema de duas equa-
¢oes envolvendo médias amostrais simples e duplas, como ja tinha sido feito na Secao
4.2.2. Agora, porém, estas médias serdo ponderadas exponencialmente, em vez de serem
meédias moveis ordinarias.

O método usa uma mesma constante de amortecimento o nas duas equagdes. A
primeira equacdo € idéntica a do método de amortecimento exponencial simples (eq. 2, na
secao 5.1.1):

M;=aZ;+(1-a)M;_, 3)

A segunda equacgdo, envolvendo médias duplas, é:
MP = oM +(1-a)MP, (4)

Os valores das médias amortecidas simples e duplas sdo calculados recursivamente da
forma acima, e depois inseridos nas equagoes:
ar=~2M;—MF! (5)

by~ 2 (- M) (6)

Note que esta eq. (6) € um pouco diferente daquela usada no método baseado em
meédias duplas ordinarias, ndo-ponderadas; (eq. 8, secdo 4.2.2, reproduzida abaixo):

E;T ) r:il(iwr_MErz]) (7)

No método das médias moveis duplas ordinarias (eq. 7), o termo 2/(n-1) que multi-
plica a diferenca entre as médias M,— M} esta expresso em termo do tamanho » da janela

movel usada; no método das médias moveis duplas amortecidas exponencialmente (eq. 6),
o termo o/(1-a) esta expresso em termos da constante de amortecimento «. Estas duas
equagodes, contudo, podem ser consideradas equivalentes, em termos da idade das observa-
¢oes usadas para fazer as estimativas.

No Apénd. 1, vimos que, no método das meédias moveis de ordem n, a média das idades I das obser-
vacdes usadas na estimacdo ¢ dada por:
n—-1
E()=—=
2
No meétodo de amortecimento exponencial simples, esta média ¢ dada por:
l-a
E()=—
a
Portanto, para que estes dois métodos fagam suas estimativas com base em observagdes que tenham
em média a mesma idade, € preciso fazer que o n das médias moveis e o a do amortecimento expo-
nencial obedecam a relagéo
n-1 l-a
2 o
Note que os termos que multiplicam a diferenca MT—JWF] nas eqs. (6) e (7) sdo os reciprocos dos

dois membros da igualdade acima; portanto, ao escrever a eq. (6), Brown garantiu que as médias
amortecidas calculadas por seu método usem observagdes que tenham em media a mesma idade que
as observacdes usadas no método das médias moveis ordinarias.

(3]
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5.2.1.1. Escolha dos valores das constantes, e métodos de inicializagdo

Para comecar as itera¢cdes do método de Brown, precisamos de um valor inicial
para a constante de amortecimento o, e de valores iniciais adequados para as médias mo-
veis simples e duplas.

A experiéncia sugere que os valores 6timos de a se encontram, na maioria das
vezes, num intervalo restrito entre 0,1 e 0,2. Um valor o= 0,1 leva a uma previsao mais
“conservadora”, na qual a observa¢ao mais recente tem pouca influéncia; um valor 0=0,2
leva a uma previsao que responde um pouco mais rapido a mudangas que ocorram na serie.
Na pratica, o valor 6timo de a pode ser encontrado experimentalmente, por meio de uma
busca em grade, ou por meio de um algoritmo de otimiza¢ao nao-linear (ver Segdo 5.5).

Para obter os valores iniciais das médias simples e duplas, varios métodos tém sido
sugeridos por diferentes autores. Quando a série disponivel € suficientemente longa, uma
possibilidade € separar a amostra em duas partes, e usar os dados da primeira parte para
calcular estimativas que servirdo de valores iniciais para as itera¢des do metodo de Brown
nos dados da segunda parte. Algumas maneiras de fazer isto sdo:

Método 1:
Calculamos na primeira parte as séries de médias simples e duplas ordinarias (ndo-
ponderadas), como feito na Se¢ao 4.2.2. A seguir, usamos os valores destas médias
obtidos no fim da primeira parte como valores iniciais para as iteragoes do método
de Brown na segunda parte.
Por exemplo, se usamos meédias mdveis de ordem » = 3, 0s passos sdo:
- calcular as trés primeiras meédias moveis:

- a partir destas, calcular a primeira média movel dupla:

As primeiras estimativas de nivel e tendéncia serdo portanto 4. e bs, feitas com
base em M e em, usando as eqs. (3) e (4). As medias moveis do instante de =6
em diante serdo feitas por amortecimento exponencial, usando as egs. (1) e (2).

Método 2:
Ajustamos um modelo de regressdo linear sobre os primeiros m valores da série, e
obtemos a partir dai estimativas iniciais para o nivel a, e a declividade by:
Z,=ag+byt

A partir destes coeficientes a, € by, podemos obter valores iniciais das médias, por
meio das eqs (3) e (4):

ay~2M ;- ME donde MP=2Mm,—a, (1)
By 21)  donde M l-a, 5
Igualando as equacoes (1) e (1), obtemos
I 1) o Wby _[1‘_""]@ (iii)
o o

Inserindo o valor de M7 em (i) na eq. (i),
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Os valores iniciais das médias moveis serdo portanto, usando (iii) e (iv):

My =a,— [I_TQ]B{)
M2 =g, —2[—1;" ]130

As estimativas de a e b e as previsdes de Z, serdo feitas a partir do instante 7= 1.

Note, contudo, que os valores estimados de Z, a Z, ndo serdo realmente “previsdes”,
Jja que estes m primeiros valores ja sdo todos conhecidos, e foram usados no ajuste
do modelo de regressao linear. No calculo dos erros e avaliagao da acuracia do mé-
todo, € portanto mais sensato considerar apenas as previsoes a partir de £ =m+1.

Meétodo 3:
Se a série disponivel € curta, e ndo queremos separar dados para inicializa¢ao, valo-
res iniciais aproximados podem ser obtidos fazendo-se:
- médias moveis iniciais iguais ao primeiro valor observado
M, =MP =7
- nivel inicial: 1igual ao primeiro valor observado
a=27,
- tendéncia inicial: igual a diferenca entre os dois primeiros valores observados:
E;1: Z,~24,
ou a média da diferencas entre os k primeiros valores observados; por exemplo:
Zi 2
3
ou ainda:
(Z,—Z))+(Z, - Z3)
2

b=

b=

5.2.1.2. Exemplos

A Fig. 1 mostra exemplos da aplicagdo do método de Brown na previsdo um-passo-
a-frente da série nhtemp (temperatura media anual em New Haven, Connecticut, em graus
°F, de 1912 a 1971; parte do pacote datasets). Os valores iniciais foram determinados pelo
Meétodo 3 acima. O valor 6timo da constante de amortecimento, encontrado pela funcao de
otimizacdo optim, fo1 @=0,076. A figura compara as previsdes obtidas com este valor com
as previsdes feitas usando dois outros valores. E possivel observar que valores pequenos de
o (como, no exemplo, 0.020) levam a uma série de previsdes muito amortecida, que reage
lentamente as varia¢des ocorridas na série. Por outro lado, valores de o muito altos (como,
no exemplo, 0.200) levam a uma série de previsdes que reage rapido demais as variacdes
da série, e podem por isso ser indevidamente afetadas pelo ruido presente nos dados. O
valor encontrado por otimizagdo levou a uma série previsdes intermediaria entre estes dois
extremos, e resultou por isso no menor erro quadratico (MSE).
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Figura 1. Exemplos da aplicacio do método de Brown, série nhitemp

5.2.1.3. Concluséo

O método linear de Brown é um dos métodos que podem ser usados para a previsao
de séries nao-estacionarias e nio-sazonais. No passado, segundo ['], costumava ser o méto-
do preferido, por exigir menos calculos do que o método das medias moveis duplas (secao
4.2.2), e ser mais facil de implementar, por usar apenas uma constante de amortecimento,
do que o método de Holt (se¢do 5.3). Atualmente, porém, o niumero de constantes ou dos
calculos necessarios para a previsao em geral nao € mais um empecilho a utilizacio destes
métodos; isto ja foi observado numa edi¢o posterior do mesmo livro citado acima [*]. Nao
ha, por isso, critérios rigidos para decidir qual dos trés métodos utilizar, num determinado
problema; a escolha vai ser feita levando em conta a conveniéncia do usuario (por exem-
plo, qual destes métodos ja esta implementado no pacote estatistico que vocé ira usar?), ou
o resultado de testes empiricos feitos nos dados disponiveis.

5.2.2. Método de amortecimento exponencial de Holt
Neste método, os parametros — o nivel a e a tendéncia b — sdo atualizados direta-

mente de forma recursiva, sem requerer o uso de médias moveis. Sao usadas duas equa-
¢Oes de atualizac¢ao, uma para cada parametro:

a, =aZ, +(1—a)(a,, +b,.,) (8)
E’I:ﬁ(ér_ar—i)‘f’(l_ﬁ)g’r—x 9)

Estas equagoes podem parecer complicadas, mas o raciocinio por tras delas € sim-
ples. Lembre-se de que a idéia basica de qualquer método de amortecimento exponencial €
a de obter a cada instante estimativas atualizadas, combinando uma estimativa obtida a par-
tir da informacao mais recente com uma estimativa obtida a partir de informagao que ja era
conhecida no instante anterior (Fig. 2).

wn
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Figura 2. Idéia basica da estimacao por amortecimento exponencial

-

Suponha que estamos no istante  =7—1, e temos as estimativas a,_, € b,
partir delas, podemos fazer uma estimativa para o nivel no instante 7:

A

_1 .
Apry =ap, + by,

O sub-indice “T|T-1” indica que se trata de uma estimativa que o parametro devera assumir
no instante 7, feita com base na informacdo disponivel até o instante 7-1.

Suponha agora que estamos no instante 7, e observamos o valor Z. Uma nova esti-
mativa do nivel, feita com base nesta informacao, pode ser obtida fazendo simplesmente:

apr = Zy

A equacdo (8) combina linearmente estas duas estimativas, usando o peso a:

a, = 0dy; + (1- 0:).@!11?_I

b, =aZ; +(1— )y, +bry)

Da mesma forma, a eq. (9) calcula uma estimativa atualizada da tendéncia b pela
combina¢ao entre uma estimativa que poderia ser feita a partir da informacao disponivel

até o instante 7-/ (uma estimativa naive, dada pela simples repeticdo da estimativa 5T_1 58
melhor disponivel até aquele instante) com uma estimativa de » dada pela diferenca entre

a estimativa ar do nivel feita no instante atual (pela eq. 8, com base na informacao mais
recente, trazida por Z7) e a estimativa ar.; do nivel feita no instante anterior:

E’T = Bla;—a;,)+ (1_18)51'—1

5.2.2.1. Escolha dos valores das constantes o. e f, e métodos de inicializa¢do

Para iniciar as iteracdes do método de Holt, precisamos de valores para as constan-
tes de amortecimento o e B, e de valores iniciais adequados para os parametros a e b. Os
valores otimos de a e B podem ser encontrados empiricamente, por meio de uma busca em
grade, ou por meio de um algoritmo de otimizag¢ao nao-linear (ver Secgao 5.5).

Para obter os valores iniciais dos parametros a e b, varios metodos diferentes sdo
sugeridos na literatura. Quando a série € longa, uma possibilidade é particiona-la em duas

partes, e usar os dados da primeira parte para calcular estimativas a e b por meio de

regressdo linear; estas estimativas servirdo de valores iniciais para as iteragoes feitas nos
dados da segunda parte.

Outra possibilidade € estimar os valores iniciais por backcasting (“previsdo para
tras”) - ou seja, revertendo a serie, e estimando nivel e tendéncia iterativamente do ultimo

valor observado até o primeiro. Os valores 4, e b, estimados para o primeiro instante, ao
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final das iteragdes retroativas, serdo entdo usados como valores iniciais para as previsoes
feitas na ordem correta, para a frente. Esta técnica € mais comumente usada, contudo, nos
modelos ARIMA, que veremos depois (Cap. 6).
Se a série disponivel for curta, e ndo queremos separar dados para inicializagao,
valores iniciais aproximados podem ser obtidos destas formas simplificadas:
- para o nivel inicial: usando a primeira observag¢ao
a, =172, (1)
- para a tendéncia inicial: usando uma destas opgdes:
- adiferenca entre as duas primeiras observagoes:
b=Z,~Z, (11)
- adiferenca entre dois pares de observagdes consecutivas, como em:
j— (Z—Z )+ (Z,—Z,)

' 5 (1i1)
- ameédia das diferencas entre as k primeiras observagdes; por exemplo
ftah, - Z (iv)

5.2.2.2. Trend dampening (amortecimento da tendéncia)

Meétodos de previsao, especialmente para horizontes longos, tendem a superestimar
a tendéncia. Na pratica, nenhuma variavel pode crescer (ou decrescer) indefinidamente; em
algum momento, a tendéncia irad se anular (o nivel se tornara constante), ou ira se reverter
(a curva mudara de direcdo). Isto € bem conhecido na Economia, que prefere distinguir
tendéncia de ciclo (ver Cap. 3).

As técnicas de amortecimento da tendéncia (trend dampening) buscam reduzir o
valor da tendéncia progressivamente, de forma proporcional a magnitude do horizonte de
previsdo; em geral, para horizontes longos, o nivel se aproxima assintoticamente de uma
constante. Uma forma de conseguir isto € usar uma constante de amortecimento da tendén-

cia, 0 < @< 1, e fazer a previsdo com a tendéncia corrigida como na eq. (10):

~ k X
an:a"r""E’TZ:@F (10)
=1

5.2.2.3. Exemplos

O grafico da Fig. 3A mostra a série nhfemp (a mesma usada na Fig. 1) e as previ-
soes feitas pelo método de Holt usando os valores das constantes de amortecimento que
minimizam o MSE (em magenta), encontrados pela funcdo optim, e um par de outros va-
lores escolhido para comparacao. Para obter os valores iniciais dos parametros, usamos o

meétodo (i) da se¢do anterior para o nivel 4, e o método (iv) para a tendéncia b, , com A=9.

O grafico da Fig. 3B mostra a mesma série, e serve para ilustrar o efeito das escolha
inadequada dos valores iniciais. Novamente, usamos os valores 6timos das constantes de
amortecimento, e um par de outros valores para compara¢ao. Contudo, para obter a esti-

mativa inicial da tendéncia b, usamos agora o método (ii), que se mostrou claramente ina-
dequado. Note que o valor 6timo de B encontrado pelo cptim € muito maior do que o da
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figura A, indicando que foi necessario fazer fortes alteragdes nas estimativas da tendéncia,
ao longo das iteragdes, para corrigir a ma estimativa usada como valor inicial.
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Figura 3. Exemplos da aplicacio do método de Holt, série niitemp

O grafico da Fig. 4 mostra a mesma série, e compara previsoes feitas pelos métodos
de Brown e de Holt, ambos usando os valores das constantes de amortecimento que mini-
mizam o MSE, e pelo método de Médias Moveis Duplas com #»=8 (valor escolhido numa
busca no intervalo de n=4 a n=10).
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Figura 3. Aplicacio dos métodos de Holt, Brown e Médias Moveis Duplas, série nfifemp
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As previsdes feitas pelos métodos de Holt e de Brown parecem ser razoavelmente
similares, enquanto que as feitas por MMD parecem ter maiores erros. A Tab. 1 mostra os
valores do MSE e do MAPE dos trés métodos, calculados no intervalo em que foi feita a
otimizacao dos parametros (r = 20:60). O método de Holt obteve o melhor resultado em
termos do MSE, mas o de Brown foi o melhor em termos do MAPE (note porém que as
constantes foram otimizadas para minimizar o MSE, nos dois métodos, ndo o MAPE).

Tabela 1. Comparacao dos erros dos trés métodos
calculados no intervalo de =20 a t=60

MSE MAPE
Holt 1,206 1,68
Brown 1,215 1,63
Medias Moveis Duplas 1,368 1,83

5.2.2. 4. Conclusdo

O método de Holt provavelmente € o mais usado atualmente para a previsao de sé-
ries ndo-estacionarias e ndo-sazonais, ja que pode ser considerado como um caso particular
do método de Holt-Winters (sec¢do 5.4), implementado em varios programas estatisticos ou
linguagens de programacao (no R, por exemplo, ha a fun¢do HoltwWinters, a partir da
qual podem ser calculadas as previsoes por AES, Holt, e HW).

Em termos de acuracia das previsoes, contudo, os métodos de Holt e de Brown ten-
dem a obter resultados bastante similares, desde que seja feita uma escolha adequada dos
valores iniciais para as estimativas dos parametros a e b.
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