4.8.2. Estimacio de média (amostras grandes)

4.8.2.1. Teorema do limite central
4.8.2.2. Construgdo do intervalo de confianca
4.8.2.3. Estimacdo do desvio-padrio da populagio
4.8.2.4. Observacoes sobre a estimagdo da média por IC
(i) Nivel de confianca do IC
(i) Margem de erro e determinacdo do tamanho da amostra
(iii) Interpretacdo do IC
(iv) E preciso levar em conta o tipo de amostra
4.8.2.5. Exemplo

Na sec¢do anterior, vimos como calcular o intervalo de confian¢a que nos permite
fazer uma estimativa da proporcao de sucessos numa populagio, a partir da propor¢ao de
sucessos encontrada numa amostra retirada desta populacdo. Iremos agora, usando um ra-
ciocinio similar, ver como calcular o intervalo de confianca que ird nos permitir estimar a
meédia de uma populacdo, a partir da média de uma amostra.

4.8.2 1. Teorema do limite central

Na se¢do 4.5.3.1 vimos o Teorema do Limite Central, que afirma que, para amos-
tras aleatorias grandes retiradas de uma populacgao (de qualquer distribui¢do), a distribui¢ao
das médias destas amostras tende para uma distribui¢ao normal. Reproduzimos abaixo este
teorema.

Teorema do Limite Central
Se amostras aleatorias simples de tamanho n sdo retiradas de uma populacdo (de qualquer

distribuicdo) de média 1 e desvio-padrio &, a média amostral X sera uma variavel que ten-
de para uma distribui¢do normal:

/? — N(,UX,,O'%) quando n —oo
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Portanto, se conhecemos os parametros da populacao (média e desvio-padrao), po-
demos calcular um intervalo que tenha uma probabilidade conhecida de conter a média das
amostras retiradas desta populagio. Por outro lado, veremos agora que também ¢ possivel,
se conhecemos as estatisticas de uma amostra (média e desvio-padrao), calcularmos um
intervalo que tenha uma probabilidade conhecida de conter a média da populagao.

4.8.2.2. Construgdo do intervalo de confianc¢a

O Teorema do limite central afirma que a média amostral X tem distribuicdo
amostral gaussiana com parametros:

Hg=U (1)
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Podemos entdo afirmar que ha uma probabilidade P de a média de uma amostra
aleatoria qualquer se encontrar dentro do intervalo delimitado pelos valores

ﬂf—:O'f e ,u}—f—l—:c)'f

nos quais = € o valor da variavel padronizada correspondente a probabilidade P. Se usar-
mos uma probabilidade P = 0,95, obtemos na tabela da curva normal o valor z=1,96 e o

intervalo se estendera de 3 —1.960% a uz +1.960%, como mostrado na Fig. 1.

Mg — 1,96'::X Ux ux +1.960y
Figura 1. Intervalo com probabilidade 0,95 de conter X

Podemos portanto escrever:
P(uz 19603 <X < uz +1960%) =0,95

Substituindo os valores dos parametros 43 e o3 da distribuigdo amostral pelos valores
em (1) e (2), dados pelo teorema do limite central, obtemos:

Pl u-196-2 < X < ,u+1,96i] ~0.95 3)

n Jn
Se considerarmos apenas o lado esquerdo da desigualdade em (3):

1—-196-2 < X

Jn

1< X +1,96-Z

7n 4

Considerando agora o lado direito:

X < u+1,96-L
Jn
2—1,96% <u (5)
1

Reunindo as duas desigualdade (4) e (5),
o

Jn

o)

Jn

X -1,96— < u< X +1,96
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Este intervalo tem 0,95 de probabilidade de conter o valor real da média populacional p
(que € o que queremos estimar):

Pl X-196-Z < ,u<f+1,96i] ~0.95

Vn Vn

Este intervalo é chamado de Intervalo de Confian¢a de 0,95 para u. Iremos repre-
senta-lo na forma:

095, o
ICH : Xi1,967 (6)

4.8.2.3. Estimagdo do desvio-padrao da populacdo

O intervalo definido em (6) ndo tem grande aplicacdo pratica, porque para calcula-
lo precisamos conhecer o valor do desvio-padrao populacional 6. Em geral, se ndo conhe-
cemos a média de uma populagdo, também nao conhecemos seus outros parametros.

Nas aplicacgdes praticas, ha duas maneiras de contornar esta dificuldade. A primeira
¢ usar uma estimativa de ¢ que tenha sido obtida anteriormente, por meio de outra amostra.
Isto acontece, por exemplo, em problemas de controle de qualidade, onde as caracteristicas
de um processo de produgdo (por exemplo, as dimensdes de uma pec¢a) sdo medidas varias
vezes por dia, em intervalos regulares, e sdo feitas constantemente novas estimativas dos
varios parametros que interessam.

A segunda maneira, usada mais freqiientemente, € usar o desvio-padrao da amostra
(s) como uma estimativa do desvio-padrao da populacao (o). Isto equivale a fazer uma es-
timativa pontual de o, para permitir uma estimativa intervalar de u. Fazemos entao:

o s

Ox=—F—R—
oA A

O ntervalo de confianca passa a ser escrito na forma:

c% X +196——

Jn (7)

Este processo de fazer uma estimativa dentro de outra estimativa ndo introduz um
erro consideravel, se as amostras forem grandes. Se as amostras forem pequenas, porém, o
desvio-padrdo s deixa de ser um bom estimador de o, e 0 Teorema do Limite Central perde
a validade; vimos este problema nos testes com amostras pequenas (secao 4.7.1), e torna-
remos a vé-lo mais adiante, na estimagdo com amostras pequenas (sec¢ao 4.8.4).

4.8.2.4. Observagées sobre a estimag¢do da média por IC
Quando discutimos a estimacao da propor¢ao de sucessos de uma populacao, fize-
mos algumas observagdes sobre os intervalos de confianca (secao 4.8.1.3). As mesmas

observagdes, com alguns ajustes, sdo validas para a estima¢ao da média por ICs, como
veremos a seguir.
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(i) Nivel de confianca do 1C

O intervalo definido em (7) tem um nivel de confian¢a de 0,95, o que significa que
ha uma probabilidade de 0,95 de ele conter o valor real de p. Podemos, ¢é claro, fazer inter-
valos cujo nivel de confianca seja diferente de 0,95; para isto, teremos que trocar o valor de
z = 1,96 pelo valor correspondente a probabilidade desejada. Além de 0,95, também sao
usados as vezes niveis de 0,90 ou de 0,99, aos quais correspondem os valores z=1,645 e z
= 2,575, respectivamente. Os ICs s3o entao dados pelas expressoes:

S

Jn

IC% . X +2575——

H \/;

Icf,-m © X +1,645

(ii) Margem de erro e determinag¢do do tamanho da amostra

Em (7), o termo

1,96

A
In ®)

da a margem de erro da estimativa. O tamanho desta margem depende da variancia s da
amostra, sobre a qual ndo temos nenhum controle, e do tamanho » da amostra, que pode-
mos controlar. Note que o » esta no denominador da fracdo em (8), o que significa que
quanto maior a amostra que usarmos, menor sera a margem de erro. Contudo, como tam-
bém acontece nos ICs para propor¢ao, o n esta dentro de um radical, e a margem de erro
nao ¢ portanto uma fung¢ao linear do tamanho da amostra: para reduzir a metade a margem
de erro, por exemplo, teremos que usar uma amostra quatro vezes maior.

Se desejamos estimar a média de uma populacdo por um IC com margem de erro
dada, podemos usar (8) para calcular qual sera o tamanho necessario da amostra. Por
exemplo, se queremos estimar uma das dimensdes das pec¢as produzidas por uma fabrica
por um IC com margem de erro igual a + 0,05 mm, podemos fazer

2
1,96——=0,05 _ (1,96 u ] —n

Jn 0,05

Precisamos do valor do desvio-padrao s da amostra. Podemos usar como estimativa
deste s o desvio-padrao calculado anteriormente em outra amostra (no controle de qualida-
de, amostras dos itens produzidos sdo retiradas freqiientemente, a intervalos regulares). Ou
entdo, se ndo ha estimativas anteriores, podemos simplesmente retirar uma amostra nao
muito grande e usar seu desvio-padrao para calcular qual deve ser, pelo menos aproxima-
damente, o n necessario para atingir a margem de erro desejada. Estas amostras relativa-
mente pequenas que retiramos no inicio de uma pesquisa, para termos uma idéia das carac-
teristicas de uma populacio, sao chamadas de amostras-piloto; neste tipo de problema,
serviriam por exemplo para calcularmos o tamanho » da amostra, e a partir dai, estimarmos
qual seria o custo, em termos de tempo e de dinheiro, para obtermos a estimativa com a
margem de erro desejada.
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(iii) Interpretacdo do IC

Se calculamos um IC com um nivel de confianga de 0,95 usando a expressao (7), ha
uma probabilidade de 0,95 de ele conter o valor real da média p da populacao. Isto quer
dizer que, se tirarmos um grande niimero de amostras de uma populagao e calcularmos
estes ICs a partir delas, podemos esperar que em média 95% deles (19 em cada 20 ICs)
1rdo conter o valor real de p; os outros 5%, porém (1 em cada 20 ICs) dardo estimativas
erradas, pois os intervalos nao conterdao o valor real de L.

Para fazer o grafico da Fig. 2, retiramos 50 amostras aleatorias de tamanho n = 50,
de uma populagio simulada com distribuicio normal de média =5 e variancia °=1, e
calculamos ICs a partir de cada uma delas. O valor real de 1 esta destacado na linha hori-
zontal vermelha. Os ICs tém amplitude diferentes entre si (indicada pela altura dos retan-
gulos), porque as margens de erros de cada IC foram calculadas a partir dos desvios-pa-
droes s de cada amostra. Note que destes 50 ICs, 47 (94%) contém o valor verdadeiro da
meédia (u=5); ha porém trés ICs (6%), destacados em azul, que ndo contém este valor e sao
portanto estimativas erroneas.
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Figura 2. Intervalos de confianca calculados a partir de amostras simuladas de uma populaciao N(5,1)

Quando retiramos uma amostra de uma populacdo e estimamos a partir dela a mé-
dia p por meio de um IC, nunca poderemos saber se a amostra que usamos foi uma das que
produzem estimativas corretas, ou uma das que produzem estimativas erroneas. E mais
provavel seja daquelas que dao estimativas corretas (probabilidade = 0,95), mas nunca po-
deremos ter certeza. Como em qualquer técnica de Inferéncia Estatistica, também na esti-
macao sempre existe a probabilidade de chegarmos a um resultado errado; podemos redu-
zir esta probabilidade, mas nunca elimina-la.

(iv) E preciso levar em conta o tipo de amostra
E preciso ter sempre em mente um ponto importante: todas estas formulas acima,

derivadas do Teorema do Limite Central sé servem se a amostra for grande e aleatoria
simples. Se a amostra pequena, ou foi retirada por meio de alguma outra técnica de amos-
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tragem (amostras estratificadas, por conglomerados, etc.; veja se¢ao 5.1), a distribuicao

amostral da média amostral X sera diferente da estipulada pelo teorema, e teremos que
usar outras formulas.

4.8.2.5. Exemplo

Voltemos ao exemplo mostrado anteriormente (se¢des 4.5.2 e 4.5.3), cujo enuncia-
do repetimos abaixo:

Devido ao excesso de pesca, surgiu a hipotese de que o peso médio dos peixes de uma es-
pécie comum no Atlantico Norte esta diminuindo, porque estes peixes ndo tém tempo de
crescer suficientemente antes de serem pescados. Esta espécie tinha anteriormente peso
meédio de 28,0 kg, com desvio padrdo de 4,0 kg. Um pesquisador retira uma amostra aleato-
ria de 60 destes peixes, e encontra um peso medio de 26,0 kg. Este resultado € uma evidén-
cia de que o peso dos peixes esta diminuindo?

Na se¢do 4.5.3.2, fizemos um teste de hipotese a partir desta amostra e concluimos
que realmente existe evidéncia de que o peso médio dos peixes ndo € mais =28 kg (p =

0,00005), e sim algum valor menor que 28 kg. Iremos agora estimar este valor, por meio de
um IC de 0,95 de confiancga.

O tamanho da amostra e as estatisticas amostrais fornecidas sdo:

n =60
s =4,0kg
X =26,0kg

Usando a expressao (7),

ek X +196——
n

4,0
J60
1C”: (2499 a 27.01)kg

1C°7 1 26,041,96

O IC calculado ndo contém o valor hipotético da média, pu = 28 kg; este IC, portan-
to, corrobora a conclusdo que tinhamos obtido por meio do teste de hipoteses: a média atu-
al do peso ¢é realmente menor que 28,0 kg.
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