4.5.3. Distribuicées amostrais da média (amostras grandes)

Na secdo anterior, fizemos por simula¢do uma estimativa empirica da distribui¢do amos-
tral de X ; isto ¢, da distribui¢do das médias X das amostras que sdo retiradas de uma populagéo
de média conhecida. Veremos agora um modelo probabilistico para esta distribuicao.

Suponha que desejamos testar uma hipdtese sobre a média de um populacdo desconhecida
(representaremos esta média pela letra grega 1 — pronuncia-se mi ou mu). Como vimos na se¢ao
anterior, se retiramos uma amostra aleatoria da populagdo e calculamos sua média ( , ), ndo po-

demos simplesmente dizer que a média x da populagdo € igual a média da amostra, isto €, que
u =X, . Se retirarmos outras amostras de mesmo tamanho, provavelmente veremos que todas
terdo médias diferentes entre si (e provavelmente todas diferentes de ). Para chegarmos a algu-
ma conclusdo, precisamos compreender como variam estas médias das amostras; isto €, precisa-
mos descobrir se ha alguma logica, algum padrido nesta variacdo. Para isto, iremos tratar estas
médias X como observagdes de uma variavel aleatoria, e procurar um modelo para a distribui-
cdo de probabilidades desta variavel (um dos modelos de VAC vistos na se¢do 3.4). A partir des-
te modelo, poderemos calcular as probabilidades associadas a cada intervalo de valores de X .

Note que o problema esta se complicando, e precisamos tomar cuidado com a notag@o. Es-
tamos agora nos referindo a trés distribuicdes diferentes:

- a distribuicdo da variavel X na populacéo;

- a distribuicdo da variavel X na amostra;

- a distribuigdo tedrica das médias X de todas as amostras possiveis.

Temos portanto trés distribui¢des, com trés médias e trés desvios-padrdes diferentes. No
exemplo do peso dos peixes:

- napopulagdo de peixes, cada peixe tem um peso diferente; este peso € uma variavel alea-
toria, que representaremos por X; o que queremos conhecer ¢ a média y desta variavel
(seu valor esperado);

- numa amostra, cada elemento (peixe) tem um peso diferente. A média dos pesos dos pei-
Xes numa amostra ¢é representada por X ;

- cada amostra que retirarmos terd uma média diferente. A amostra 1 terd média X, ; a a-

mostra 2 tera média X, = X,, e assim por diante. Portanto, X também sera uma VAC. Pa-
ra chegar a alguma conclusdo, precisamos de encontrar um modelo para esta variavel.

Para organizar isto tudo, precisamos de definir alguns conceitos. Chamamos de estatistica
amostral qualquer valor calculado como fungdo dos dados da amostra (por exemplo, a média X
da amostra ou sua propor¢a@o P de sucessos); chamamos de pardmetros os valores corresponden-
tes na populagdo (por exemplo, sua média g ou sua propor¢ao de sucessos m). Em geral, iremos
representar os parametros por letras gregas (por exemplo, x e 7), e as estatisticas amostrais por
letras romanas ( X e P). E a partir destas estatisticas (com e mintisculo) que a Estatistica (com E
maiusculo) vai fazer inferéncia sobre os parametros: fazer testes de hipoteses sobre eles (nas pro-
ximas secdes), ou estimar seus valores por meio de intervalos de confianga (se¢do 4.8).

A distribuigdo de probabilidades da variavel X ¢ chamada de distribuicdo das médias
das amostras (6bvio!) ou de distribui¢do amostral das médias (menos 6bvio... Tradugdo do
inglés sampling distribution). Usaremos esta segunda denominagdo, por ser a mais comum no
Brasil. A distribuicdo de qualquer estatistica amostral ¢ chamada de distribui¢do amostral daque-
la estatistica. Nao s6 a média, mas qualquer estatistica calculada em uma amostra (propor¢ao de
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sucessos, desvio-padrdo, mediana, valores maximos e minimo, etc.) tem a sua propria distribui-
cdo amostral. O Quadro 1 mostra como as trés distribuicdes se relacionam, e os simbolos mais
usuais, para o caso de um teste de média.

Quadro 1. Notagiio de estatisticas amostrais e parimetros

Simbolo
Populagio  Amostra  Distribuigdo
i-ésima  amostral de X

variavel X X X
média 7 X, Uy
desvio-padrio o S; Oy

4.5.3.1. Teoremas sobre a distribuicio amostral das médias

Se retiramos amostras de uma populacido normal (gaussiana), a média destas amostras
também terd distribuicdo normal. Esta ¢ uma das propriedades da distribuicdo normal (se¢@o
3.4.4): a soma de variaveis independentes de distribuicdo normal ¢ uma varidvel normal. A mé-
dia nada mais ¢ do que uma soma de variaveis (cada elemento da amostra ¢ uma observacao de
uma varidvel normal), dividida por uma constante (o tamanho n da amostra); portanto, a média
também ¢ normal. Esta propriedade pode ser enunciada como o Teorema 1.

Teorema 1. Distribuicdo de das médias X de amostras de populagdo normal
Se amostras aleatorias simples de tamanho #n (qualquer) sdo retiradas de uma populagdo normal de

média p e desvio-padrdo o, a média amostral X serd uma varidvel com distribui¢do normal,

X~ N(uz0%)

cujos pardmetros sdo: Uy =H e Ox = Jn
n

Portanto, a variavel padronizada Z ~ N(0,1) sera dada por

_ Xy - X-u

7 =
Ox o/~n

z

Na prética, este teorema ¢€ bastante restritivo, pois nem sempre as populagdes que nos
interessam tém distribui¢ao normal. No entanto, ha o Teorema 2 (provavelmente o teorema mais
importante da Inferéncia Estatistica, publicado por Laplace em 1810) que diz que se as amostras
forem grandes a distribuicdo amostral de X tendera para a distribui¢do normal, mesmo que a
populag@o nio seja normal:

Teorema 2. Teorema do Limite Central
Se amostras aleatorias simples de tamanho # sdo retiradas de uma populaggo (de qualquer distri-

bui¢do) de média p e desvio-padrio o, a média amostral X sera uma variavel que tende para uma
distribui¢do normal:

)_( _>N(,Ll)7,0'§—,) quando n —

(o}
naqual g = H o =—\/_
n
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Portanto, a variavel de teste padronizada Z :

S X-py Xy

o o/\n

ira tender para a distribuicdo normal padrdo Z ~ N(0,1) quando for grande (n —). Este valor
padronizado é chamado de estatistica de teste, pois € a partir dele que tomaremos a decisdo no
teste.

Em geral, a variancia populacional ¢ usada na féormula acima ¢ desconhecida; podemos
contudo usar a variancia s da amostra como uma estimativa da variancia da populagio; a apro-
ximagao sera razoavel, desde que a amostra seja grande. Faremos entio:

onde

Note que o Teorema 2 ndo faz nenhuma exigéncia sobre a forma da populacio; apenas
exige que a amostra seja aleatoria simples e que n seja grande (na pratica, alguns autores suge-
rem que uma amostra pode ser considerada suficientemente grande quando #>30; outros sao
mais conservadores, e preferem n>50). Note também que os dois teoremas acima chegam aos

mesmos parametros da distribui¢do amostral ( £y € o3 ), mas tém pressupostos diferentes: o
primeiro exige que a populacdo seja normal, o segundo exige que a amostra seja grande.

4.5.3.2. Exemplo de teste de média

Para exemplificar o uso do Teorema 2, voltemos ao problema mostrado na se¢do 4.5.1,
sobre o peso dos peixes de uma certa espécie; repetimos abaixo seu enunciado:

(3) Devido ao excesso de pesca, surgiu a hipotese de que o peso médio dos peixes de uma espécie comum

no Atlantico Norte esta diminuindo, porque estes peixes ndo tém tempo de crescer suficientemente antes de
serem pescados. Esta espécie tinha anteriormente peso médio de 28,0 kg, com desvio padrio de 4,0 kg. Um

pesquisador retira uma amostra aleatoria de 60 destes peixes, e encontra um peso médio de 26,0 kg. Este
resultado ¢ uma evidéncia de que o peso dos peixes esta diminuindo?

Na se¢do 4.5.2 concluimos, por simulagdo em computador, que seria pouco provavel que

uma amostra aleatéria de n=60 da populag@o destes peixes tivesse peso igual ou menor que 26,0
kg. Podemos agora refazer este exemplo, usando o Teorema do Limite Central.
As hipéteses consideradas no teste serdo:

Hy: pu=280
H : pn<280

Se a populagd@o dos peixes tinha anteriormente peso médio p=28,0 kg, com desvio-padrio

o =4,0 kg, com distribui¢do ndo especificada (ndo necessariamente normal), e retiramos uma
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amostra grande, o Teorema 2 diz que a média das amostras ira tender para uma VA normal de
parametros

Uz =p1=280
c 40

TV Voo

c =0,5164

Esta distribuicdo amostral normal est4 representada na Fig. 1A. Nela podemos ver que seria mui-
to pouco provavel encontrarmos uma amostra cuja média seja de X = 26,0 kg.

26,00 387
i‘} peso i 74
T T T T T T T T (ka) T I T T T T T
2593 2645 2697 2748 28,00 2852 2903 2955 -4 -3 2 -1 0 1 2 3

A. Variavel original X (média amostra, em kg) B. Variavel padronizada Z

Figura 1. Distribuiciio amostral de X (variavel: peso de peixes)

A média amostral de 26,0 kg corresponde a um valor padronizado de:
7 26-28 _
0,5164

2

A probabilidade de um valor igual ou menor que este ser encontrado ¢ muito pequena:
P(Z < -3,87) = P(X < 26) =0,00005

Este valor de Z (representado na Fig. 1B) confirma a conclusdo obtida visualmente na Fig. 1A.
Para usar o Teorema do Limite Central num problema real de Inferéncia, temos que fazer
duas aproximagdes. Primeiro, o valor real da média populacional 4 geralmente ndo é conhecido;
nos testes estatisticos, esta média sera dada por uma hipdtese, que € o que queremos testar. Além
disso, o desvio-padrao populacional o também em geral ndo ¢ conhecido, e teremos que estimar
seu valor a partir do desvio-padrio s da amostra.
Se a amostra for grande, a estimac@o pode ser feita simplesmente supondo que o~ s .

Esta aproximacao ¢ um exemplo de estimativa pontual, como veremos depois na secdo 4.8. Para
amostras grandes, s fornece uma boa estimativa de o, e ndo havera problema. Contudo, se a a-
mostra for pequena (o que acontece freqiientemente em areas como Medicina e Biologia), esta
aproximacao vai aumentar a incerteza dos resultados; o problema fica mais complicado, e tere-
mos que usar um modelo de distribui¢do diferente, em lugar do normal (se¢do 4.7).

Resumo

- Uma estatistica amostral ¢ uma medida calculada numa amostra (p. ex., a média X ); um pardmetro é uma medida
que caracteriza uma populacgdo (por ex., a média u).

- A Inferéncia procura tirar conclusdes sobre um pardmetro a partir da estatistica amostral correspondente; por
exemplo, testar uma hipotese sobre 4 a partir de X .

- A estatistica amostral ¢ tratada como uma VAC, cuja distribuicdo ¢ chamada de distribuicdo amostral.
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