3.1.5. Calculo de probabilidades usando teoria dos conjuntos

3.1.5.1. Introdugao
(1) Porque usar conjuntos
(i1) Defini¢Ges e notagdo
(ii1) Tipos de espago amostral
(iv) Diagrama de Euler-Venn
3.1.5.2. Relagdes entre conjuntos: complemento, unido, exclusdo, intersegao,
3.1.5.3. Probabilidades das relagdes entre conjuntos
(1) Probabilidade da unido
(i1) Probabilidade da intersecdo; probabilidade condicional
(iii) Probabilidade do evento complementar
(iv) Probabilidade da exclusio
3.1.5.4. Correspondéncia entre Logica, Algebra e Probabilidades

3.1.5.1. Introducao
(i) Porque usar conjuntos

Até o inicio do século XX, a Teoria de Probabilidades ainda ndo era uma area mui-
to respeitavel da Matematica. Apesar dos avancos que tinha conseguido nas suas aplica-
coes (por exemplo, na industria dos seguros), suas bases tedricas ainda estavam longe de
serem soOlidas. Nao havia relagdo ldgica entre as definigdes propostas para a “probabilida-
de” (veja as definigdes cldssica e frequencista na se¢ao 3.1.1.3) e os métodos sugeridos pa-
ra resolver os problemas; estes métodos pareciam ser apenas um conjunto meio desorgani-
zado de regras empiricas, algumas das quais poderiam ser uteis para resolver alguns tipos
de problemas, mas ndo outros tipos. Para os matematicos, isto era deploravel - um conjunto
de regras que funcionam bem, mas nao sdo logicamente encadeadas, pode ser muito 1til
para a vida pratica, mas ndo merece o nome de “Matematica”.

No inicio do século XX, os matematicos passaram a exigir mais rigor na teoria.
Uma das obras fundamentais foi o livro de Russell ¢ Whitehead ['], que se propuseram a
reorganizar de forma logica toda a Matematica. Para as Probabilidades, a situagdo comegou
a mudar no intervalo entre as duas grandes guerras, quando foram publicados os artigos e
livros que definiram os rumos que a area de Probabilidades segue até hoje (Stigler [*] argu-
menta que a Estatistica Matemdtica s6 surgiu em 1933). A base foi dada pelos trabalhos do
matematico russo Kolmogorov, que estabeleceram a definicdo axiomdtica de probabilida-
de, e uma nova reorganizacdo da matéria usando os conceitos e simbolos da teoria de con-
juntos. Este novo formalismo, embora a primeira vista possa parecer que tenha complica-
do as coisas, tornou na verdade a nota¢@o do célculo de probabilidades mais clara e logica-
mente coerente.

Introduziremos neste capitulo o tratamento da teoria das Probabilidades que se ba-
seia no conceito de conjunto. Existe ainda uma outra abordagem da Probabilidade, baseada
na definicdo subjetiva; é a chamada corrente bayesiana, que diverge consideravelmente da
abordagem “classica” que temos estudado, e ndo sera vista neste capitulo.
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(ii) Defini¢coes e notagdo

Antes de iniciar o calculo de probabilidades por meio de conjuntos, € preciso defi-
nirmos alguns termos:

- Qualquer agdo que produza um resultado aleatorio observavel é chamada de experimento;
por exemplo, lancar um dado e verificar o nlimero mostrado, ou sortear uma pessoa e
medir o seu peso.

- Cada resultado possivel de um experimento € um ponto amostral.

- O conjunto dos pontos amostrais forma o espagco amostral.

- Qualquer subconjunto destes pontos forma um evento.

Os espacos amostrais podem ser finitos ou infinitos; os infinitos podem ser

discretos ou continuos (também chamados de enumerdveis ou ndo-enumerdaveis) .

Exemplo 1

Experimento: langar um dado e anotar o nimero X mostrado.

Espago amostral: o conjunto S de seis pontos amostrais que correspondem as faces do dado,
S={1,2,3,4,5,6}

Neste espago definimos por exemplo os eventos A e B:
A = {conjunto dos nlimeros menores que 3} = {X | X <3} = {1,2}
B = {conjunto dos nimeros pares} = {X | X ¢ par} = {2,4,6}

Exemplo 2
Experimento: retiramos aleatoriamente uma carta de um baralho comum, e anotamos seu naipe.
Espaco amostral: o conjunto S de 52 cartas de um baralho
S={A&% K&, Q&% J&, 10, ..,2& Av,Kv, Qv,Jv 10w, .. 2v, ctc.}
Neste espago definimos por exemplo o evenfo A:
A = {cartas do naipe &} = { Ak, Kb, Qeb, Jo%, 106k, ..., 260}

Exemplo 3
Experimento: Testamos um isqueiro, acendendo-o repetidamente até que ele pare de funcionar, e
anotamos o numero X de repeti¢des que fizemos.
Espago amostral: o conjunto dos nimeros inteiros S= {X | X € N} = {1,2,3,4...}.
Neste espago, definimos por exemplo o evento A:
A={X|X>10}={11,12,13,14,...}

Exemplo 4
Experimento: Sorteamos uma pessoa ¢ medimos seu peso.
Espago amostral: O conjunto dos nimeros reais positivos, S={ X | X € R+}.
Neste espago, definimos por exemplo o evento A:
A= {X]50<X<60}

(iii) Tipos de espagos amostrais

Os espacos amostrais dos Exemplos 1 e 2 sdo do tipo discreto: conjuntos finitos de
valores que podem ser enumerados, isto é, podem ser colocados na forma de enumeracdes,
ou listas. Foi a partir de problemas com espagos amostrais deste tipo que foi desenvolvida
toda a teoria classica de Probabilidades, nos séculos XVII e XVIII. O espaco amostral do
Exemplo 3 ¢ infinito discreto: o numero de tentativas feitas pode ainda ser representado em
uma lista de nimeros inteiros, embora esta lista seja infinita — ndo sabemos qual sera o nl-
mero maximo de tentativas.

O espago amostral do Exemplo 4 ¢ continuo: o peso de uma pessoa ¢ dado por um
numero real, e este nimero pode assumir infinitos valores; estes valores ndo podem ser
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enumerados, porque entre quaisquer dois valores sempre existem infinitos outros: entre
50kg e 51kg, existe por exemplo 50,5kg; entre 50,5g e S1kg, existe por exemplo 50,6 kg;
entre 50,000kg e 50,001kg existe 50,0005kg, etc. Em teoria, sempre podemos subdividir
infinitamente qualquer intervalo, e podemos medir o peso com qualquer nimero de deci-
mais que quisermos.

Esta distin¢do entre tipos de espagos amostrais serd importante quando estudarmos
variaveis aleatorias, na se¢do 3.2, pois teremos entdo que usar definigdes e modelos dife-
rentes para as variaveis discretas e para as continuas. Na pratica, as vezes estes tipos de
espagos amostrais se confundem; por exemplo, quando pesamos pessoas adultas, em geral
arredondamos as medi¢des e somente consideramos os valores inteiros em quilogramas, o
que transformaria o espago em infinito discreto; na teoria, contudo, os dois tipos de espago
devem ser tratados de formas diferentes.

(iv) Diagramas de Euler-Venn

Uma vez que eventos e espagos amostrais sdo conjuntos, podemos representa-los
graficamente por meio dos conhecidos diagramas de Euler-Venn. Esta representagdo pode
ser muito util para ajudar a resolver problemas de probabilidade.

Para o Exemplo 1 acima (lancamento de um dado), podemos representar o espago
amostral S e os dois eventos A e B pelo diagrama da Fig. 1; os pontos amostrais estdo re-
presentados por pequenos circulos.
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Figura 1. Diagrama de Euler-Venn para o Exemplo 1.

3.1.5.2. Relacdes entre dois conjuntos: complemento, unifo, exclusio e intersecao

Dados dois conjuntos A e B, eles podem ser relacionados de forma a produzir qua-
tro novos conjuntos:

nome notacio descriciio

complemento A conjunto de pontos que ndo pertencem a A

unido AUB  conj. de pontos que pertencem a A, ou a B, ou a ambos
exclusdo A-B  conj. de pontos que pertencem a A, mas ndo a B

interse¢do AnB  conj. de pontos que pertencema A e a B
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Note que o sinal “—” € usado aqui para indicar excl/usdo de dois conjuntos, ndo a
diferencga entre dois numeros. Os quatro conjuntos resultantes estdo representados na cor
cinza nos diagramas de Euler-Venn da Fig. 2.

S S
«’ ’
conjunto complemento (A) conjunto exclusio (A—B)
S )
e o’
conjunto unido (AUB) conjunto interse¢cdo (ANB)

Figura 2. Diagramas de Euler-Venn das rela¢es possiveis entre dois conjuntos

3.1.5.3. Probabilidades das relacdes entre conjuntos

Veremos agora como esta representacdo dos eventos aleatérios por meio de conjun-
fos esta relacionada com o calculo de probabilidades. Esta notacdo ja foi usada quando
apresentamos a defini¢do axiomdtica de probabilidade; reproduzimos novamente esta defi-
ni¢do no quadro abaixo, porque suas propriedades (3) e (4) sdo necessdrias para o calculo

das probabilidades.

Sejaum E um experimento, ¢ .S o espaco amostral a ele asso-
ciado. A cada evento 4 associaremos um niimero real representado
por P(4) e denominado probabilidade de A, que satisfaga as
seguintes propriedades:

1) 0<PA) <1

2) PS)=1

3) Se A e B forem eventos mutuamente excludentes,

PAUB) =P(4) + P(B)
4)Se A;, A, 43, ... A, forem eventos mutuamente
excludente dois a dois s, entdao
PA; A, Az A,) = P(A)+P(Ay)+P(As)+ ... +P(4,)
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(i) Probabilidade da unido de dois conjuntos
(a) Quando os eventos sdo mutuamente excludentes

Se dois eventos A e B sdo representados por conjuntos que ndo tém interse¢do entre
si, sdo chamados de eventos “mutuamente excludentes". Se queremos calcular a probabili-
dade de que ocorra ou o evento A ou o evento B, queremos a probabilidade do evento for-
mado pela unido de A e B; esta probabilidade sera calculada pela soma das probabilidades
de A e de B:

P(AUB) =P(A) + P(B) (1)
Esta regra pode ser estendida para mais de dois eventos. Se s@o n eventos mutua-
mente excludentes, representados por Ay, A,, ..., Ay, entdo
P(A]UAzu UAn) = P(Al) + P(Az) PP, P(An) (2)

A Fig.3 mostra, como exemplo, dois casos possiveis de unido de trés conjuntos.

8 S
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A. Trés eventos mutuamente excludentes B. Trés eventos nao mutuamente excludentes

Figura 3 — Unifio de trés conjuntos

Exemplo

Experimento: retiramos aleatoriamente uma carta de um baralho comum (veja Fig. 4). Qual sdo as
probabilidades de que esta carta:

(1) seja de um naipe “vermelho” — ouros (O) ou copas (C)?

(i1) seja uma figura (rei K, dama D ou valete J)?

Os naipes formam eventos mutuamente excludentes (uma carta ndo pode pertencer a dois
naipes ao mesmo tempo). Por isso, as probabilidades pedidas séo:
(1) P(ouros ou copas) =P(O u C)=P(0) + P(C) =
=13/52+13/52=1/2
(1) P(KouQoul)=PKuQul)=PK)+PQ)+PJ)=
=4/52 +4/52 + 4/52 = 12/52 = 3/13

Note que estas duas regras nas egs. (1) e (2) ndo sdo teoremas que tenham que ser
demonstrados, e sim axiomas - isto é, afirmativas que s@o aceitas como base de uma teoria,
e a partir das quais se demonstram os teoremas (veja a defini¢do axiomatica de Probabili-
dade, acima: estas regras s@o as propriedades de nimeros 3 e 4).

D
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Figura 4 — Baralho completo, com trés eventos definidos
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(b) Quando os eventos nao sdo mutuamente excludentes

Se os eventos A e B podem ocorrer juntos, os conjuntos que os representam tém in-
tersecdo. Neste caso, a probabilidade da unido entre A e B sera dada por
P(AUB) =P(A) + P(B) - P(AnB) 3)

Na prética, isto significa: se queremos calcular a probabilidade de que ocorra ou o evento
A, ou o evento B ou ambos juntos, somamos a probabilidade de A com a de B e subtrair-
mos a probabilidade da interse¢do. Note que a regra em (1) € apenas um caso particular da
regra geral na eq. (3), quando fazemos P(AnB) = 0.

Exemplo:
Experimento: Retirarmos uma carta aleatoriamente de um baralho completo. Quais sdo as probabili-
dades de que seja um Rei (K) de qualquer naipe ou qualquer carta do naipe de Copas (C)? (Fig. 4)

Os eventos agora ndo sao mutuamente excludentes, e a probabilidade desejada é:
P(KuC) =P(K) + P(C) — P(KNC)
=4/52 +13/52 — 1/52 =16/52 = 4/13 = 0,3077

Ao contrario da regra anterior, esta ¢ um feorema que exige demonstragdo. Nao
veremos esta demonstracdo, mas ¢ facil entender intuitivamente a 16gica da regra, consul-
tando o diagrama de Venn na Fig. 4: se calcularmos P(K) contando os reis, e P(C) contan-
do as cartas de copas, acabaremos contando duas vezes a carta “rei de copas”, que esta na
interse¢do; por isso, temos que subtrair uma vez sua probabilidade .

Esta regra pode ser estendida para o caso de mais de dois eventos, embora a
notagdo fique um pouco complicada. No caso de trés eventos A, B e C (Fig. 3B), a
probabilidade da unido dos trés sera dada por:

P(AuBuUC)=P(A) + P(B) + P(C) - P(AnB) - P(BNC) + P(ANBNC) (4)

Em resumo:
As regras em (1), (2) e (3) costumam ser chamadas de “regras da adi¢do das probabilidades”. Estas
regras dizem que a probabilidade da unido de conjuntos ¢ dada pela soma das probabilidades destes
conjuntos:

Para eventos mutuamente excludentes: P(AUB) =P(A) + P(B)

Para eventos ndo mutuamente excludentes: P(AUB) =P(A) + P(B) - P(AnB)
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(ii) Probabilidade da intersegdo de dois eventos

Para calcular a probabilidade de dois eventos ocorrerem juntos (isto ¢, de ocorrer a
intersegdo destes dois eventos), precisamos primeiro verificar se estes eventos sdo depen-
dentes probabilisticamente; se forem, devemos calcular suas probabilidades condicionais.
Estes conceitos serdo discutidos abaixo.

(a) Dependéncia probabilistica
O idéia de dependéncia probabilistica pode ser apresentado através de um exemplo.

Exemplo

Experimento: A Tabela 1 mostra os resultados do levantamento do nimero de casos de daltonismo
numa amostra de 1000 pessoas (dados ficticios). Uma pessoa ¢ escolhida aleatoriamente na amostra.
a) Qual ¢ a probabilidade de que seja daltonica?

b) Se esta pessoa for uma mulher, qual é a probabilidade de que seja daltonica?

c¢) Se esta pessoa for um homem, qual é a probabilidade de que seja daltonico?

Tabela 1. Casos de daltonismo numa amostra

Sexo
Daltonismo Masc. (M) Fem. (F) Total
Presente (D+) 36 12 48
Ausente (D-) 364 588 952
Total 400 600 1000

A probabilidade pedida no item (a) €, usando a defini¢do cléssica:
P(D+) =48/1000 = 0,048

A probabilidade pedida no item (b) € uma probabilidade condicional, representada como
P(DH|F)

Esta probabilidade ¢ chamada de probabilidade condicional de a pessoa ser daltonica,
dado que ela é do sexo feminino; ou, mais resumidamente, probabilidade de D+ dado F (a
barra vertical ¢ lida como “dado que”). Esta probabilidade pode ser calculada pela razédo
entre o nimero de mulheres daltonicas e o nimero de total mulheres na amostra:

P(D+F) = 12/600 = 0,02

A probabilidade pedida no item (c) € a probabilidade condicional de a pessoa ser daltoni-

ca, dado que ela é do sexo masculino, representada por:
P(D+M)

Esta probabilidade pode ser calculada também usando a definic¢do classica:
P(D+M) = 36/400 = 0,09

Observe que, na amostra acima, estas duas probabilidades condicionais sdo diferentes:
P(D+[F) = 0,02
P(D+M) = 0,09

A probabilidade ndo-condicional de uma ser daltonica nesta amostra foi calculada
acima, sem levar em conta o sexo da pessoa:
P(D+) = 48/1000 = 0,048
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Note que estas trés probabilidades de D+ sdo diferentes entre si. Neste caso, dize-
mos entdo que Daltonismo e Sexo sdo variaveis “probabilisticamente dependentes”. Isto é:
a probabilidade de ocorrer um valor da variavel Daltonismo (D+ ou D—) depende do que
ocorreu com a variavel Sexo (M ou F).

O Exemplo 2 mostra uma situagao diferente.

Exemplo 2:

Experimento: A Tabela 2 mostra os resultados de um levantamento de ntimero de casos de resfriado
numa amostra de 600 pessoas. Uma pessoa ¢é escolhida aleatoriamente nesta amostra.

a) Qual ¢ a probabilidade de que ela esteja resfriada?

b) Se esta pessoa for uma mulher, qual é a probabilidade de que ela esteja resfriada?

c) Se esta pessoa for um homem, qual é a probabilidade de que ele esteja resfriado?

Tabela 2. Ocorréncia de resfriado, por sexo

Sexo
Resfriado M F Totais
Presente (R+) 80 20 100
Ausente (R-) 400 100 500
Totais 480 120 600

As probabilidades pedidas sao
(a) P(R+) =100/600 = 1/6
(b) P(R+|F) = 20/120 =1/6
(c) P(R+| M) = 80/480 =1/6

Note que as trés probabilidades de R+ sdo iguais:
P(R+ | F) = P(R+ | M) =P(R+) = 1/6

Dizemos entdo que as variaveis Sexo e Resfriado sao probabilisticamente independentes.

Em resumo: dois eventos sdo ditos probabilisticamente dependentes quando a ocor-
réncia de um deles afeta a probabilidade de ocorréncia do outro (como no Ex. 1, no qual a
probabilidade de uma pessoa ser daltonica depende do seu sexo); sdo ditos independentes,
no caso contrario (como no Ex. 2, no qual a probabilidade de uma pessoa estar resfriada
nao depende de seu sexo).

(b) Calculo da probabilidade da interse¢do

Formalmente, a probabilidade condicional P(B | A) € definida em funcio da proba-
bilidade da interse¢do, na forma:
P(B|A)=P(AnB)/P(A) &)

Note que a expressdo em (5) ¢ dada como uma defini¢do, ndo como um teorema que deva
ser demonstrado. A probabilidade da intersecdo de dois eventos, portanto, pode ser calcu-
lada como:
P(AnB)=P(A).P(B/A) (6)
Se as probabilidades condicionais sdo iguais entre si, e iguais a probabilidade ndo-con-
dicional:
P(B|A)=P(B|A)=P(B)
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os dois eventos A e B sdo independentes, e a probabilidade da intersecdo ¢ dada por:
P(AnB)=P(A).P(B) (7)

Exemplo: (eventos independentes)

Se lancarmos duas moedas, qual é a probabilidade de que ambas mostrem caras?
Representando os eventos por:

C: cara na primeira moeda

C,: cara na segunda moeda

P(C;nGC,) =P(C;) x P(C,|C))=P(C) x P(C =Y x Yo="4

Exemplo: (eventos dependentes)

Se retirarmos duas cartas de um baralho, sem reposicdo, qual ¢ a probabilidade de que ambas sejam
ases ?

Representando os eventos por:

A,: ds na primeira carta

A,: ds na segunda carta

P(A1NA,) =P(A)) x P(Ay| A)) = 4/52 x 3/51 = 1/221 = 0,0045

Em resumo:

As regras em (5) e (6) costumam ser chamadas de “regras do produto das probabilidades”. Estas
regras dizem que:

- se quisermos calcular a probabilidade que os dois eventos independentes A e B acontegam juntos,
simplesmente multiplicamos suas probabilidades.

P(AMB) =P(A) x P(B)

- se quisermos calcular a probabilidade que os dois eventos dependentes A e B acontegam juntos,
multiplicamos a probabilidade de um deles pela probabilidade condicional do outro.

P(AMB) =P(A) x P(BJA) ou P(ANB)=P(B) x P(A]B)

(iii) Probabilidade do evento complementar

Dado um evento A, a probabilidade de seu evento complementar A sera dada por:
P(A)=1-P(A) (8)

O evento complementar A € o conjunto dos pontos que ndo pertencem a um con-
junto A; corresponde a negag¢do em Lbgica. Se queremos que um evento ndo ocorra, que-
remos que seu evento complementar ocorra. Por exemplo, na Tabela 1, se D ¢ conjunto das
pessoas que sdo daltonicas, entdo D ¢ o conjunto das pessoas que ndo sio daltonicas. A
partir da eq. (8), podemos calcular a probabilidade de uma pessoa sorteada ndo ser daltoni-
ca desta forma:

Probabilidade de ser daltonica: P(D) =48/1000

Probabilidade de ndo ser daltonica: P(D)=1—-P(D)=1— 0,048 =0,952

Neste exemplo, ¢ claro, poderiamos ter calculado P( D ) diretamente da tabela, ao
invés de usar a eq. (8); mas veremos nos exercicios alguns casos nos quais ¢ mais facil
calcular P(A) e depois usar a eq. (8), do que tentar calcular P(A) diretamente.

Formalmente, os eventos A e A sdo ditos complementares se

ANA = ¢ e AUA =S
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onde ¢ € o conjunto vazio, € S o espaco amostral. Note que a notacdo do conjunto comple-
mentar pode variar de livro para livro; além do simbolo A também costumam ser usados os
simbolos A' ou A,

(iv) Probabilidade da exclusdo de conjuntos

Dados dois conjuntos A e B, a probabilidade do conjunto exclusdo (representado
por A—B) sera dada por:
P(A-B) =P(A) - P(AnB)

Este resultado ¢ um teorema, mas pode ser facilmente compreendido, sem demonstragéo,
se olhamos o diagrama de Euler-Venn na Fig. 5.

Figura 5. Conjunto exclusio A—B

“__7

Tome cuidado com a notagdo: lembre-se de aqui que o simbolo ndo significa
subtragdo (de nimeros) e sim exclusdo (de conjuntos). O fato de o mesmo simbolo ser usa-
do para as duas operagdes pode causar alguma confusio. Note que podemos escrever

P(A) + P(B), ou P(A) — P(B)

mas nao P(A) U P(B), ou P(A) n P(B)

porque P(A) e P(B) sdo niimeros, € ndo conjuntos; por outro lado, podemos escrever
AUB ou AnB ou A-B

mas nao A+B

porque A e B sdo conjuntos, ndo niimeros, e ndo definimos a operagdo “+” para conjuntos.

3.1.5.4. Correspondéncia entre Logica, Algebra e Probabilidades

Como as se¢des anteriores devem ter sugerido, existem algumas relacdes entre as
operagdes logicas, as operacdes de conjunto, e as probabilidades.

As conjungdes ou e e usadas na logica correspondem as operacdes de unido e inter-
se¢do, que sdo calculadas por soma e produto, respectivamente. Se queremos que ocorram
os eventos mutuamente excludentes A ou B, queremos que ocorra o evento AUB, cuja pro-
babilidade ¢ dada pela soma P(AUB) = P(A) + P(B); se queremos que ocorram os eventos
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independentes A e B, queremos que ocorra o evento ANB, cuja probabilidade ¢ dada pelo
produto P(AnB) = P(A) x P(B). Outra relagdo importante existe entre a negagdo logica e o
complemento de um conjunto: se quero que A ndo ocorra, quero que A ocorra.

Estas correspondéncias estdo mostradas na Tab. 3; ¢ bom té-las em mente, pois ser-
vem de orientacdo quanto temos que resolver problemas de probabilidade.

Tabela 3. Correspondéncia entre as operacgdes

Operagdes Operagdes Probabilidades
logicas com conjuntos
ou unido soma
e intersecdo produto
nio complemento subtragio
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