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2.3.1. Andlise exploratoria de dados - para qué

2.3.1.1. Para verificar se os dados fazem sentido
2.3.1.2. Para verificar a qualidade dos dados
2.3.1.3. Para decidir o que fazer em seguida

Agora que estudamos algumas das técnicas graficos e numéricas mais importante,
vejamos como podem ser usadas na Analise Exploratoria dos Dados. Esta analise tem trés
objetivos principais: verificar se os dados fazem sentido; verificar se os dados sdo de boa
qualidade; ajudar-nos a decidir o que fazer em seguida

2.3.1.1. AED para verificar se os dados fazem sentido

A primeira pergunta a fazer, antes de comecar, ¢ sempre esta: com base em nosso
conhecimento prévio sobre esta varidvel, o que esperariamos encontrar nos dados? Isto
quer dizer que, além de conhecimento tedrico e experiéncia em Estatistica (que indica que
tipo de graficos e medidas sdo mais adequados em cada situacdo), precisamos também de
uma certa dose de bom senso e de conhecimento sobre a area de estudo a que os dados se
referem. Este conhecimento ird sugerir antecipadamente que padrdes podem ser encontra-
dos nas distribui¢des das varidveis; em seguida, a analise ira verificar se estes padrdes pre-
vistos realmente foram encontrados na amostra, e nos ajudar a decidir se o que foi observa-
do é coerente com o que era esperado.

(i) Padroes nas distribui¢oes de varidveis

O termo “padr@o”, evidentemente, ¢ muito vago. Podemos dizer, grosso modo, que
padrao ¢ tudo aquilo que € repetitivo e previsivel. Existem padrdes na forma das distribui-
cdes: sabemos por exemplo que a maioria das variaveis biologicas tém distribuigdes uni-
modais aproximadamente simétricas ou com leve assimetria; por outro lado, sabemos que
as variaveis socio-economicas costumam ter distribui¢des extremamente assimétricas, com
muitos valores discrepantes e talvez alguns aglomerados isolados. Existem padrdes tam-
bém nas faixas de valores que as variaveis podem assumir. Por exemplo, sabemos por
experiéncia que a maioria dos homens tém alturas entre 160 e 180 cm; poucos homens tém
mais 190 cm, e quase nenhum tem mais de 200 cm. Se examinamos dados sobre uma
amostra de homens adultos e encontramos um que supostamente tem 299 cm, temos quase
certeza de que este valor esta errado, pelo que ja sabemos, empiricamente, sobre a distri-
bui¢do das alturas. (O homem mais alto ja registrado foi o americano Robert Wadlow, que
chegou aos 272 cm. Esta altura de 299 cm foi atribuida num livro ao boxeador italo-ameri-
cano Primo Carnera; Carnera tinha na verdade 199 cm, e o valor publicado deve ter sido
um erro de impressdo). Outro exemplo: se estamos analisando dados de temperatura hora-
ria numa cidade como Juiz de Fora, esperamos ndo apenas que as temperaturas sejam
maiores de dia do que de noite, maiores no verdo do que no inverno, € que as temperaturas
maximas sejam alcancadas entre as 12:00 h e as 15:00 h, e as minimas por volta das 05:00
ou 06:00 h (como acontece em qualquer outra cidade); mas esperamos também que as ma-
Ximas anuais fiquem em torno de 35°C, e as minimas em torno de 5°C — ndo esperamos
encontrar maximas acima de 40°C, ou minimas abaixo de zero.
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Também esperamos encontrar padrdes quando comparamos varidveis: se temos
amostras de dados antropométricos de homens e mulheres, por exemplo, esperamos que
homens sejam em geral mais altos e mais pesados do que mulheres, € que mulheres tenham
maiores pulsos em repouso (freqii€éncia de batimentos cardiacos), maiores porcentagens de
gordura corporal, etc. Se comparamos dados s6cio-econdmicos de dois paises, esperamos
que um pais da Europa ocidental tenha maior renda per capita, indice de desenvolvimento
humano, expectativa de vida, etc., do que um pais da Africa sub-saariana. Por fim, encon-
tramos padrdes também nas relagdes entre diferentes variaveis. Se fazemos diagramas de
dispersdo das variaveis, duas a duas (o que deve ser feito como parte da analise inicial de
qualquer conjunto de dados), ja temos em geral uma idéia prévia sobre quais variaveis
devem ser correlacionadas com outras, e quais varidveis devem ser independentes.

Conhecimento sobre o assunto que esta sendo estudado, portanto, é sempre essen-
cial. Isto tem duas conseqiiéncias. Primeiro, que os estatisticos ndo podem trabalhar sozi-
nhos nestas analises. Se participam de um experimento feito para comparar o efeito de
diferentes formas de alimentagdo na producdo de leite de vacas, por exemplo, eles prova-
velmente ndo sabem qual ¢ a distribuicdo usual da produ¢do de uma vaca, e tém que traba-
lhar em conjunto com pessoas experientes na area (veterinarios, criadores, etc.). Segundo,
que o trabalho estatistico feito em cima de dados que os estatisticos conseguiram indepen-
dentemente (por exemplo, baixados da internet) pode ser muito util para o aprendizado,
mas raramente pode levar a conclusdes importantes.

(ii) Quando os padroes observados concordam com o esperado

Se os padrdes observados nos dados concordam com o que era esperado, 6timo. No
entanto — isto explica porque a analise de dados requer bom senso e experiéncia - estes pa-
drdes observados ndo podem concordar demais com o que era esperado. O que € conside-
rado “demais”, ¢ claro, depende da area de estudo. Suponha por exemplo que analisamos a
correlagdo entre duas varidveis medidas em amostras. Na Fisica, se medimos a correlacdo
entre a tens@o e a corrente num circuito elétrico simples, ndo sera dificil encontrarmos va-
lores proximos de » = 1 (por isso, modelos deterministicos podem ser usados na Fisica).
Por outro lado, se medimos a correlagdo entre duas variaveis antropométricas (peso, altura,
envergadura, etc.), € muito raro encontrarmos valores de 7 acima de 0,8 (a Medicina e a
Biologia certamente ndo sdo ciéncias “exatas”!).

Resultados que concordam demais com o que era esperado previamente podem ser
um alerta de que hé algo errado. Por exemplo, Gregor Mendel fez centenas de experimen-
tos com cruzamentos de ervilhas entre 1856-1864, e propds uma teoria que se tornou a ba-
se da Genética moderna, Os resultados que publicou, contudo, foram analisados muito
tempo depois por Ronald Fischer, que notou que eles concordavam demais com a teoria.
Segundo Fischer, Mendel teria feito cherry picking (veja segdo 2.2.4.3): publicado os me-
Ihores resultados, e descartado o resto [']. Quando Mendel publicou (1865) isto na verdade
era feito por todos os cientistas; hoje, isto ¢ considerado uma forma de fraude, e ¢ inaceita-
vel. (Um exemplo de concordancia excessiva entre o previsto e o observado, considerada
como indica¢do de fraude, sera discutido abaixo na secdo 2.3.1.2).

(ii) Quando os padroes observados ndo concordam com o esperado

Se o que € observado na amostra ndo concorda com o que era esperado, deve haver
um erro em algum lugar: ou na analise feita, ou nas pressuposic¢des, ou nos dados. Se refa-
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zemos as contas e os graficos, e vemos que a analise foi correta, o problema deve estar nas
pressuposicdes ou nos dados.

Se o problema esta nas pressuposic¢des, isto quer dizer que o conhecimento prévio
que tinhamos era imperfeito ou incompleto. Discrepancias entre o que foi encontrado na
amostra e o que era esperado podem, as vezes, ter conseqiiéncias importantes ou sugerir
novos campos de pesquisa. Por exemplo, no fim do século XIX, acreditava-se que a velo-
cidade da luz em diversas dire¢des seria variavel, pois seria afetada pelo movimento da
Terra; nos experimentos feitos por Michelson e Morley entre 1879 e 1892, contudo, a velo-
cidade medida foi sempre constante, e este fato foi um dos que levou Einstein a propor a
Teoria da Relatividade. A analise destas discrepancias, alids, ¢ a base dos Testes de Hipo-
teses, ferramentas fundamentais na Inferéncia Estatistica: criamos hipodteses (pressuposi-
¢des) sobre as varidveis numa populacio, retiramos amostras, verificamos se o que foi en-
contrado nelas concorda com o que seria esperado se as hipdteses fossem verdadeiras, e
decidimos se a partir dai se as hipdteses devem ou néo ser descartadas (Cap. 4).

Se o problema parece estar nos dados, hé varias causas possiveis: erros no planeja-
mento ou na execu¢do dos experimentos, erros no registro nos dados, ou mesmo falsifica-
c¢do dos dados. Discutiremos em seguida estas causas.

2.3.1.2. AED para verificar a qualidade dos dados

Na Ciéncia da Computacdo existe uma expressdo bem conhecida: garbage in,
garbage out (“lixo pra dentro, lixo pra fora”). Isto quer dizer: se num programa vocé puser
lixo na entrada (os dados), tera lixo na saida (os resultados). A mesma expressao pode ser
aplicada a qualquer analise na Estatistica: se os dados sdo prestam — sdo imprecisos, tém
erros, ndo sdo confiaveis —, os resultados da analise também nao vio prestar. Nao € possi-
vel conseguir bons resultados se os dados sio ruins; a Estatistica ndo faz milagres. E claro,
erros existem sempre - quase todo banco de dados tem alguns pequenos defeitos, alguns
dados faltantes ou alguns dados suspeitos. As vezes é possivel conserta-los, ou elimina-los
da amostra, a partir do que a analise exploratoria descobrir. Porém, se hé erros demais, ou
concluimos que os dados simplesmente sdo de baixa qualidade, ndo ha muito coisa que
pode ser feita para salva-los.

Virios tipos de problemas podem fazer com que os dados sejam de baixa
qualidade:

(1) os experimentos que produziram os dados foram mal planejados ou mal executados;
(i1) os dados foram mal registrados;
(ii1) os dados foram falsificados de alguma forma.

(i) Experimentos mal planejados ou mal executados

Planejar um experimento em geral significa, para os estatisticos, definir como
serdo obtidas as amostras cujos resultados devem ser medidos. Em algumas éreas, este
planejamento ¢é relativamente facil: por exemplo, para avaliar a qualidade de material de
construgdo € preciso que os engenheiros tirem amostras de pegas de concreto, ou de verga-
lhdes de ferro, e as submetam a testes destrutivos. A forma como estas amostras devem ser
obtidas ¢ determinada por normas técnicas que tém que ser seguidas sem alteracdes; estas
normas sao relativamente simples, porque os materiais a serem testados sdo produzidos
industrialmente, e a variacdo entre eles ¢ pequena (ndo deve haver grande diferenca entre
um vergalhao e outro).

w
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Planejar experimentos que envolvam plantas ou animais porém € sempre muito
complicado, porque a variacdo bioldgica entre seres vivos € enorme. Ronald Fischer (pro-
vavelmente o estatistico mais importante do século XX), criou a area de Planejamento de
Experimentos enquanto trabalhava para uma industria que produzia fertilizantes agricolas,
porque precisava testar os efeitos que eles tinham na produgao de trigo.

Planejar pesquisas envolvendo seres humanos ¢ ainda mais complicado — além da
variacdo bioldgica entre as pessoas, ha ainda variagdes sociais, religiosas, etc. Para um
levantamento das intengdes de votos, por exemplo, a primeira davida que sempre surge nos
alunos ¢é: qual deve ser o tamanho da amostra? quantas pessoas devo entrevistar? O tama-
nho da amostra ¢ obviamente muito relevante - ndo posso pesquisar as intengdes de voto,
numa elei¢do para presidente, simplesmente entrevistando 20 pessoas de meu bairro (pes-
quisas eleitorais geralmente usam amostras com cerca de 2000 - 3000 eleitores). Contudo,
definir o tamanho da amostra ndo € o Unico problema; ¢ preciso ainda planejar como deve
ser feita a amostragem, isto €, como devem ser escolhidas as pessoas que fardo parte da
amostra, de forma que todos os setores da populagdo estejam representados (pesquisas elei-
torais tém que incluir eleitores de todas as partes do pais, de todas as classes sociais, reli-
gides, faixas etdrias, etc.). Pesquisas na Medicina envolvem outras complicagdes, tipicas
desta area — por exemplo, a necessidade de usar placebos como base para comparacao, usar
estudos duplo-cego, etc. (Veremos mais sobre amostragem na Secédo 5.1).

Mesmo que um experimento tenha sido teoricamente bem planejado, a qualidade de
seus resultados pode ser afetada por erros de todo tipo, cometidos durante a execugdo. Os
melhores planos podem ser destruidos por uma execucdo descuidada — existe geralmente
apenas uma maneira de executar direito um experimento, mas infinitas de executar errado.
Ha erros que podem afetar todos os resultados, como o uso de instrumentos de medida ina-
dequados ou descalibrados, de questionarios mal elaborados (em pesquisas baseadas em
entrevistas), de pessoal mal treinado e de material de baixa qualidade. Ha também erros
que acontecem de forma imprevista, e afetam alguns dos resultados, mas ndo todos — mas
nao poderemos saber quais resultados foram afetados, e quais ndo foram.

(ii) Dados mal registrados

Chamamos de “erros de registro” aqueles que ocorrem quando um nimero € anota-
do erradamente por quem esta realizando um experimento, ou copiado erradamente depois
em relatorios, tabelas ou qualquer forma de publicacdo. A freqiiéncia destes erros certa-
mente diminuiu depois que meios digitais (notebooks, tablets, etc.) passaram a ser usados
na coleta de dados, mas ndo desapareceu inteiramente. As vezes o erro é 6bvio, e podemos
fazer algo para corrigi-lo. Por exemplo, pesos de criancas nascidas vivas sdo normalmente
medidos em gramas; se numa amostra encontramos um valor “3,54”, ¢ bem possivel que
este peso tenha sido registrado com a unidade errada, em quilos, em vez de gramas: 3,54
kg, em vez de 3540 g. Nestes casos, podemos modificar o dado, atribuindo-lhe a unidade
correta, ou entdo simplesmente descarta-lo.

(iii) Dados falsificados de alguma forma

Atualmente, somos o tempo todo bombardeados com dados; mas h4 muita informa-
cdo falsa circulando na internet e em outras formas populares de midia. Exemplos 6bvios
sdo os dados pouco confidveis publicados pelos governos de paises governados em regime
ditatorial (por exemplo, as duvidosas estatisticas sobre casos de infec¢do na recente pande-
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mia causada pelo corona virus), e as fake news que circulam livremente nas redes sociais.
Contudo, embora possa parecer incrivel, dados falsos sdo encontrados mesmo em revistas
cientificas de grande reputagdo, que as vezes publicam por descuido artigos com resultados
obtidos a partir de dados fabricados.

Em 2019, a revista Nature (uma das revistas cientificas mais antigas e de maior
reputacdo no mundo) relatou a histdoria de um pesquisador independente que, analisando
resultados publicados em revistas médicas, concluiu que centenas deles usavam dados
falsificados [*]. O que ele observou, em esséncia, é que estes artigos davam resultados que
concordavam demais com o que era esperado; a concordancia era tdo perfeita, que teria
probabilidade quase nula de ocorrer na vida real. (Uma analogia pode ser feita com lanca-
mentos de uma moeda: se a langcarmos 10.000 vezes, o valor mais provavel do nimero de
caras encontrado ¢ X=5.000; no entanto, se alguém nos disser que fez os lancamentos e
encontrou exatamente 5.000 caras, iremos imediatamente suspeitar deste resultado; ele é
bom demais para ser verdade, e sua probabilidade de ocorréncia ¢ de apenas P= 0.008.)

As vezes, a suspeita de que h algo errado nos dados surge a partir de uma anélise
que mostra ndio haver coeréncia interna entre os numeros publicados. Moore [*] cita o
exemplo de um pesquisador, acusado de falsificar os resultados de experimentos sobre can-
cer feitos em ratos. Num artigo dele, aceito por uma revista internacional, havia uma tabela
mostrando os resultados de pesquisas com seis amostras de 20 ratos cada. Segundo o pes-
quisador, o tratamento teve sucesso em 53, 58, 63, 46, 48 e 67 por cento das seis amostras.
Contudo, um pouco de reflexdo nos leva a concluir que estas porcentagens sdo impossiveis
em amostras de 20 ratos; ter sucesso em 53% dos 20 ratos, por exemplo, equivaleria a ter
sucesso em 10,6 ratos...

(iv) Conclusdo

As vezes, ¢ possivel descobrir na anélise exploratoria que a qualidade dos dados é
duvidosa, as vezes ndo; por isso, € sempre perigoso, para quem vai fazer a analise, acredi-
tar cegamente nos resultados obtidos, se ndo sabe exatamente como os experimentos foram
planejados e conduzidos. E util, antes de analisar os dados, fazermos algumas perguntas
sobre sua origem e confiabilidade, como por exemplo:

- Quem forneceu os dados?

- Como eles foram obtidos pela fonte original?
- Foram feitos experimentos ou estudos observacionais?
- Qual foi a forma de planejamento usada?
- Como foi feita a amostragem?

- As unidades usadas sdo adequadas?

- Falta alguma coisa nestes dados?

- Esta amostra representa que populagdo?

Em resumo: se vocé ndo conhece bem a fonte dos dados, € melhor ndo confiar neles!
2.3.1.3. Para decidir o que fazer em seguida

Os resultados da AED indicam quais devem ser os proXimos passos na pesquisa.
Isto vai depender, em primeiro lugar, dos indicios encontrados sobre a qualidade do dados.

(9,
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(i) Os dados tém defeitos graves e ndo podem ser usados

Em algumas raras ocasides, a AED pode indicar que ha algo estranho nos dados, e
que eles ndo podem ser usados. do jeito em que estdo. Por exemplo, suponha que analisa-
mos dados sobre um experimento feito com ratos de laboratdrio, que foram pesados antes e
depois de serem submetidos a dois tratamentos diferentes. Quando analisamos os pesos de
todos os ratos antes do tratamento, esperamos encontrar uma distribuicdo aproximadamen-
te simétrica, com pequena dispersdo — afinal, os ratos sdo todos da mesma raga, mesma
idade, e foram alimentados da mesma maneira. Se no entanto vemos nos graficos que a
distribuicdo tem dois aglomerados claramente separados, isto ¢ uma indicacdo de que algo
saiu errado — se os pesos dos ratos eram diferentes antes do inicio do tratamento, o experi-
mento provavelmente ndo tem nenhuma validade. Sera preciso, neste caso, investigar o que
aconteceu, como estes ratos foram selecionados, como foram organizadas as amostras, etc.

(ii) Os dados tém pequenas imperfei¢oes que devem ser corrigidas

Na maior parte das vezes, a AED mostra que ha alguns problemas pontuais com os
dados que devemos resolver antes de continuar o trabalho; por exemplo, mostra que ha
dados faltantes ou pontos discrepantes entre eles.

Quando na planilha que contém os dados da amostra encontramos alguma células
vazias, dizemos que ha valores faltantes (missing data); valores que ndo foram medidos,
ndo foram registrados, ou foram perdidos por algum motivo. Se ha poucos destes valores, e
eles parecem ocorrer por acaso, sem nenhuma razédo especifica, podemos simplesmente
desconsiderar os casos onde eles ocorrem, e trabalhar apenas com os casos em que todas as
células estejam preenchidas. Ha situagdes, porém, em que os valores faltantes podem ser
indicacdo de que algo importante estd ocorrendo — por exemplo, quando indicam que algu-
mas pessoas se recusaram a responder uma certa questdo, numa entrevista, ou que alguns
pacientes abandonaram um certo tratamento. E preciso descobrir a causa destas recusas, ou
destes abandonos.

Em algumas areas, como no estudo das séries temporais, os dados faltantes criam
problemas mais complicados. “Séries temporais” (time series) sdo seqiiéncias de observa-
¢des de uma variavel realizadas ao longo do tempo (por exemplo, a seqiiéncia de cotagdes
do ddlar ao final de cada dia, durante alguns meses). Os modelos usados nestes estudos
quase sempre fazem previsdes seqiienciais, nas quais o valor a cada instante € previsto em
funcdo dos valores observados nos instantes anteriores. Se estiver faltando um valor, a
seqiiéncia de previsdes se interrompe naquele instante, € o modelo ndo pode prosseguir.
Nestas situacdes, teremos geralmente que imputar valores — isto €, preencher as células
vazias, atribuindo a elas valores calculados com base nos valores precedentes.

Os valores discrepantes sdo outro problema que deve ser tratado antes de prosse-
guirmos. Primeiro, teremos que decidir se aqueles valores tém algum significado especial,
e carregam algum tipo de informag¢@o importante, ou se sdo simplesmente resultado de erro
de medig@o ou registro. Se consideramos que sdo erros, podemos tratad-los como os valores
faltantes: ou os descartamos, ou os substituimos por valores imputados de acordo com
alguma regra.

Por fim, a AED pode mostrar que a distribui¢do da varidvel na amostra ¢ muito
assimétrica, o que indica que isto também deve acontecer com a distribuicdo na populacio.
Como uma grande parte das técnicas estatisticas mais usadas exigem distribuigdes simétri-
cas, uma opcao € transformar a variavel. “Transformar” uma variavel significa substituir
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seus valores por alguma fung@o matematica deles. A funcdo mais usada é provavelmente o
logaritmo; se a distribui¢do da varidvel tem assimetria positiva, a distribui¢do de seu loga-
ritmo as vezes € razoavelmente simétrica; aplicamos entdo os modelos estatisticos a estes
logaritmos. (Outra op¢do € usar técnicas de Inferéncia que ndo exigem simétrica das distri-
buicdes; veja a proxima secao).

A aplicacgdo de técnicas como estas — imputagd@o de valores, transformagao de varia-
veis, etc. — é chamada de Pré-tratamento do Dados, e sera vista com mais detalhes na
se¢do 2.5.3.

(iii) Os dados parecem se de boa qualidade

Se a AED néo encontrou nenhum problema nos dados, passamos entdo para a se-
gunda parte do trabalho, usando as técnicas de Inferéncia Estatistica. Estas técnicas indi-
cam, com base na Teoria da Probabilidades, se os resultados encontrados na amostra
podem ser generalizados para toda a populagdo; elas nos permitem estimar parametros de
populagdes (por exemplo, a propor¢do de eleitores que pretendem votar no candidato X; ou
a proporcao de recém-nascidos que tem uma caracteristica genética Y), testar hipoteses
que tenhamos sobre estes pardmetros (por exemplo, que um processo de fabricacido X pro-
duz material de melhor qualidade do que o processo Y; ou que os filhos de mulheres que
fumam nascem com pesos menores do que os das mulheres que ndo fumam), ou ajustar
modelos para descrever a relag@o entre duas ou mais variaveis.

Os resultados da AED podem nos ajudar a escolher as técnicas que devem ser usa-
das para fazer estes testes ou estimagdes. Por exemplo, varias das técnicas mais usadas em
Inferéncia (por exemplo: testes 7, modelos de regressdo, ANOVA) exigem que a distribui-
cdo da varidvel na populagdo seja normal ou gaussiana (um modelo de distribuicdo simé-
trica, veja secdo 3.4.4); se a distribui¢do observada na amostra for claramente assimétrica,
talvez seja melhor usarmos técnicas de Inferéncia que usam medianas em lugar das médias,
desvio-quartilico em vez de variancia, etc.; ou entdo usarmos técnicas de inferéncia da
Estatistica Nao-Paramétrica (se¢@o 5.4), que ndo fazem estas exigéncias. Outro exemplo:
se estamos investigando a relacdo entre duas variaveis, a AED pode nos indicar se a rela-
¢do entre as variaveis parece ser linear (podemos entdo usar modelos de regressao linear)
ou nao-linear (podemos entdo tentar transformar as variaveis, de forma a linearizar a rela-
¢do; ou entdo usar modelos ndo-lineares, como os de regressdo polinomial).

Se os dados sdo de boa qualidade, os resultados da AED podem também sugerir
novos caminhos de pesquisa: podem sugerir outras hipoteses, indicar relacdes entre varia-
veis de que ainda néo tinhamos suspeitado, destacar valores discrepantes estranhos que
vale a pena investigar, etc. Isto provavelmente ird nos levar a novos experimentos, procu-
rando obter mais dados; estes experimentos irdo por sua vez sugerir novos caminhos, e
assim por diante. Esta progressdo, de uma teoria para outra, e de um experimento para
outro, ¢ o caminho natural no desenvolvimento de qualquer Ciéncia.
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