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2.2.2. Medidas de dispersao

2.2.2.1. Amplitude total

2.2.2.2. Intervalo quartilico

2.2.2.3. Desvio médio

2.2.2.4. Variancia e desvio-padrao
(1) Desvio padrdo como medida de escala
(11) Variancia e desvio-padrao corrigidos
(ii1) Calculo para dados agrupados

2.2.2.5. Coeficiente de variagio

2.2.2.6. Vantagens e desvantagens de cada medida

Depois de localizar os valores “centrais” ou “tipicos” de uma distribuicdo, a segun-
da tarefa mais importante das medidas descritivas ¢ geralmente a de quantificar a dispersdo
das observacdes, isto ¢, medir qudo dispersas elas estdo, em relacdo ao centro da distribui-
cdo. Dispersdo ¢ a razdo de ser da Estatistica; se ela ndo existisse (se todas as observacdes
fossem iguais), a Estatistica ndo seria necessaria.

Estas medidas servem, primeiro, para comparar numericamente a dispersdo de duas
distribuicdes. Isto ¢ importante em varios problemas; por exemplo, no controle de qualida-
de num processo de fabricagdo. Suponha uma fabrica que produza pegas do tipo A, que de-
pois devem ser encaixadas em pegas do tipo B. E claro que todas as pegas A devem ser fei-
tas exatamente do mesmo tamanho; se uma delas sair maior (ou menor) do que o projetado,
ndo sera possivel encaixa-la exatamente na B, e a peca terd que ser descartada, ou ajustada
— 0 que, de qualquer forma, causara prejuizo. Se existirem dois processos para fabricar
estas pegas, o melhor sera aquele que conseguir produzir pecas com menor dispersdo nas
dimensdes; precisamos, portanto, de uma medida para esta dispersao.

Outras areas nas quais medidas de variagdo sdo extremamente importantes sao as
ligadas a Economia e as Financas. Isto pode ser entendido por meio de um exemplo sim-
ples: se os rendimentos de um pessoa (salario, investimentos, etc.) sdo mais ou menos
constantes a cada més, esta pessoa pode planejar seus gastos e poupangas mensais; se 0s
rendimentos porém variam muito de més para o outro, de forma aleatéria, fica muito dificil
planejar algo.

Segundo, as medidas de dispersdo fornecem um medida de escala, isto €, fornecem
uma unidade com a qual devemos medir as distancias entre as observagdes, ou entre as ob-
servagdes e a média ou mediana. Por exemplo, suponha que duas turmas fizeram provas de
uma mesma disciplina, e em ambas a mediana das notas foi 70. Se um aluno tirou nota 60,
ele ficou abaixo da mediana - mas quanto abaixo? Esta nota 60 deve ser considerada
regular ou ruim? Isto vai depender da dispersdo da distribui¢do das notas. Veja os graficos
da Fig. 1: para a turma B (que teve grande dispersdo), uma nota de 60 pode ser considerada
regular; para a turma A (que teve pequena dispersdo), esta mesma nota seria considerada
ruim. Embora a nota esteja 10 pontos abaixo da mediana, nas duas turmas, diremos que a
distdncia estatistica entre a nota e a mediana ¢ maior na turma A.

Turma & T
TurmaB ——— T
1 ] l l l l ] l l l II-'I'I;::lta'S
I I I I I I T 1 1 1 I
0 20 40 &0 ED 100
Figura 1
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2.2.2.1. Amplitude total (AT)

A amplitude total (range) ¢ a diferenga entre os valores extremos de uma distribui-
cao:
AT = valor maximo — valor minimo

Esta diferenga indica a distancia em que estes pontos estdo um do outro; quanto mais afas-
tados estiverem entre si, mais dispersa sera a distribui¢do. A idéia de avaliar a dispersdo de
uma distribuicdo através de seus valores extremos € a que empregamos informalmente,
quando dizemos, por exemplo, que “entre as provas que fiz este ano, minha menor nota foi
55, a maior foi 90” (a amplitude, portanto, ¢ de 90-55=35)". A AT ¢ por isso uma medida
muito facil de compreender, e sua interpretacdo grafica também ¢ simples.

A Fig. 2 mostra trés distribui¢des que t€ mesmo numero de pontos (n=12), mesma
média (igual a 3), sdo unimodais e simétricas. As trés diferem contudo na dispersao.

X

X

X X

X b 4

X X X X X X X X X
X X X X X X X X X X X X X X X X X X X X X
0123456 0123456 0123456738

A B C

Figura 2

Calculando os valores de AT para as trés distribui¢cdes, obtemos
ATpo=5-1=4 ATg=6-0=6 ATc=8-0=38

o que confirma que a distribuicdo A é a menos dispersa, e a C ¢ a mais dispersa.

Contudo, como vimos ao comparar a média com mediana, ¢ sempre importante em
Estatistica ndo confiar muito em medidas descritivas cujos valores dependem de apenas
algumas observacdes. A AT ¢ uma destas medidas suspeitas, pois seu valor depende ape-
nas dos dois extremos e ndo leva em conta nenhuma das observagdes intermediarias. Pode,
por isto, ter seu valor exagerado pelo efeito de um ponto discrepante. Os trés graficos da
Fig. 3 ilustram este problema.

X
X
X X
X X
X XX X X X XX XXX
X XXX XXX X X X X X X XXX XXX
+—+—+—+—+—+—+ +—+—+—+—+—+—-+ +—+—+—+—+—+—-+
0123456 0123456 0123456
(7) (B) (C)
Figura 3

Estas trés distribui¢des sdo simétricas, t€ém 12 pontos cada, tém mesma AT, média e
mediana. E evidente porém que suas dispersdes ndo sdo iguais; a mais dispersa ¢ a distri-

NS}
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buicdo C. A menos dispersa ¢ a distribui¢do B; sua AT, porém, € igual a das outras distri-
bui¢des, porque foi inflacionada pelos dois pontos discrepantes (0 e 6); se ndo houvesse
estes dois pontos, sua AT seria a menor de todas, confirmando que ela tem menor disper-
sdo.

2.2.2.2. Intervalo quartilico (1Q)

O intervalo quartilico (interquartile range) ¢ a diferenca entre os valores do tercei-
ro e do primeiro quartil de uma distribuicao:

IQ=Q;-Q

A idéia basica ¢ a mesma da AT; usar como medida de dispersdo a distancia entre
dois pontos de referéncia na distribui¢do. A vantagem do IQ sobre a AT esta na sua maior
robustez: o valor da AT depende de apenas duas observacdes (os dois extremos), € é por-
tanto muito influenciado pelos pontos discrepantes; o valor do IQ depende da posi¢do dos
50% de pontos que estdo mais proximos do centro da distribuicdo (da mediana), e é portan-
to imune ao efeito dos pontos discrepantes. A Fig. 4 ilustra isto.

X Q1 20,5
X X X mediana= 2,0
XXXXX 03 = 3,5
XXXXXX X
+—+—t+—F—F—+—+—+—+—+—+
0123456728910

Figura 4

Suponha que o ponto x=10 tenha seu valor alterado para 5, por exemplo. O ponto
deixaria de ser discrepante, e a AT seria alterada, de AT=10 para AT=5. O 1IQ, contudo,
permaneceria constante (IQ = 3,5 - 0,5 = 3,0).

O 1IQ ¢ portanto uma medida robusta (o conceito de robustez foi discutido ao com-
pararmos média e mediana, na Se¢do 4.2.1.3), que tem ainda a vantagem de ser facil de in-
terpretar graficamente: no diagrama de Tukey, o IQ ¢ simplesmente a largura da “caixa”
que contém a metade central dos dados, i.e., aqueles localizados mais proximos da media-
na da distribuicao. Por isso, o IQ ¢ uma medida bastante usada em Estatistica Descritiva,
principalmente quando trabalhamos com medianas e diagramas de Tukey.

Dissemos acima que as medidas de dispersdo sdo uteis como medidas de escala. A
regra sugerida por Tukey para identificagdo de valores discrepantes (secdo 2.1.3) faz jus-
tamente isto: usa o IQ como medida de escala, e considera discrepantes os valores que esti-
verem a mais de 1,5xIQ afastados da caixa central do diagrama:

acima de Q3 + 1,5xIQ ou
abaixo de Q; - 1,5xIQ

Um outro exemplo do uso do IQ como medida de escala pode ser visto no exemplo
que mencionamos no inicio deste texto (Fig. 1). Dissemos que, para a turma B, uma nota
de 60 pode ser considerada regular; para a turma A, esta mesma nota considerada ruim. Se
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calcularmos a distancia destas notas em relagdo a mediana, usando como unidade o 1Q,
teremos:

(60-70) /10
(60-70) /35

Turma A - IQ,
Turma B - IQg

75-65=10; dist,
80-45=35; dist,

-1,00
-0,29

Il
Il
Il

Portanto, a distdncia estatistica entre a nota e a mediana ¢ maior na turma A do que
na turma B; por isso, consideramos que a nota 60 indica um pior resultado na turma A,
porque a nota entdo mais afastada (estatisticamente) da mediana.

Voltando aos exemplos da Fig. 3 : para os trés graficos, os 1Qs sdo:

() = 2 Qs= 4 - IQ.= 4-2 = 7
(B) le 215 Q3: 3,5 e IQB— 3, 5_2,5 =:
(C) le 115 Q3: 4,5 e IQc: 4,5_1,5 = 3

o que confirma que a distribui¢do mais dispersa ¢ a C, e a menos dispersa ¢ a B.

2.2.2.3. Desvio médio (DM)

O “desvio” de um valor, em Estatistica, ¢ a diferenca entre este valor e a média da
distribuicdo, isto é:
desvio=x—-X

Se uma distribui¢@o € considerada “dispersa” quando seus pontos se afastam muito
da média, parece natural que uma medida de dispersdo possa ser criada a partir dos des-
vios. Uma primeira idéia seria a de tomar simplesmente a média destes desvios:

i(xi _)?)
n

Uma média alta indicaria que os pontos estdo em geral muito afastados do centro da distri-
bui¢do; a distribuigdo seria portanto muito dispersa. Se tentarmos colocar esta idéia em
pratica, contudo, veremos que ela ndo funciona. Suponhamos uma distribui¢do com os va-
lores (0, 2, 2, 2, 3, 3, 5, 7), representados no grafico da Fig. 5.

o + X
N+ X XX
w + X X
g 4+ M

X
+ —+—+—+-
1 4 5 6
Figura 5

A média desta distribuicdo é X = 3. A média dos desvios é

(0-3)+2-3)+2-H+(2-3)+B-3)+B-I+(-3)+(7-3) _,
8

média dos desvios =
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A média serd nula porque o somatorio dos desvios negativos (desvios das observa-
cdes que estdo abaixo da média) serd idéntico ao somatorio dos desvios positivos (desvios
das observagdes que estdo acima da média). Este fato ndo ¢ uma peculiaridade desta distri-
bui¢do, mas sim algo que acontece com qualquer distribuicdo: os desvios positivos sempre
equilibram os negativos — é exatamente por isso que a média ¢ considerada o “centro”, ja
que os desvios a direita equilibram os desvios a esquerda.

Para evitar que os desvios negativos anulem os positivos, podemos simplesmente
eliminar os sinais dos desvios e considerar apenas os valores absolutos. Se fizermos isto,
obtemos uma medida chamada de “desvio absoluto médio” ou simplesmente “desvio mé-
dio”, que ¢ expressa da forma:

n

in—)?‘
DM == —— (D

Calculando o valor desta medida para os dados do exemplo acima, obtemos

—3|+|2-3|+]|2-3|+|2=3|+|3-3|+|3-3|+|5-3|+|7—
Dy 10=314[2-3]+]2-3]+]2 3|8|3 3+[3-31+5-31+]7-3] |

Um DM elevado indica simplesmente que as observacdes tendem a estar muito
afastadas do centro da distribuicdo, tanto para um lado quanto para o outro; a distribuicao,
em conseqiiéncia, pode ser considerada muito dispersa. E importante aqui chamar a aten-
¢do para a defini¢do do conceito de “dispersdo”. Sem a definicdo exata, ndo ¢ possivel
dizer qual das duas distribui¢des na Fig. 6 ¢ mais dispersa.

X X
X X
X X XXX XXX
+-+—+—+-+—+ +-+—+—+-+—+
012345 012345
A B
Figura 6

Como a dispersdo ¢ definida como fun¢@o do afastamento dos pontos em relagdo a
média, a distribui¢do mais dispersa ¢ A, pois todos os pontos estdo afastados ao maximo.
Poderia ser argumentado que na distribuicdo B os pontos estdo mais “espalhados” ao longo
do eixo do que na distribuicdo A; isto implica que esta distribui¢do tem maior entropia,
mas este conceito, originario da Teoria da Informagao, ndo ¢ usado na Estatistica basica.

O DM tem como vantagem a facilidade de interpretacdo, mas tem por outro lado
uma desvantagem técnica. Medidas de dispersdo serdo fundamentais para o desenvolvi-
mento da Inferéncia Estatistica, i.e., dos métodos que nos permitem tirar conclusdes sobre
uma populagdo a partir de uma amostra. Estes métodos se baseiam, resumidamente, na
analise da diferenca entre os valores encontrados na amostra e os valores previstos por um
modelo teodrico; as medidas de dispersdo serdo fundamentais nesta anélise, e suas férmulas
estdo na base dos modelos. O problema com o DM ¢ a presenca de médulos na sua formu-
la. A funcdo mddulo ndo tem boas propriedades algébricas. Por exemplo, ndo tem a propri-
edade distributiva; se temos uma expressao com parénteses da forma

a(b+c)

D
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podemos simplifica-la, eliminando o parénteses:
a(b+c) = ab+ ac

Se temos uma expressao com moédulo, contudo, ndo ha como prosseguir, algebricamente:
a|btc|=?

Além disse, a fung@o modulo ndo tem derivada continua, que serd essencial mais
tarde. Estas dificuldades limitam a aplicacdo do DM; é uma medida simples de se calcular
e de interpretar graficamente, mas que tera pouca utilidade nos capitulos mais avancados
da Estatistica.

Voltando aos exemplos da Fig.3; para as trés distribui¢des, os DMs sdo:

DM A= 1.17 DM B= 0.83 DM C= 1.50

o que confirma novamente que a distribuicdo mais dispersa ¢ a C, e a menos dispersa ¢ a B.

2.2.2.4. Variancia (s2) e desvio-padrao (s)

A varidncia (variance) ¢ outra medida que se baseia nos desvios das observagdes
para quantificar a dispers@o. Como vimos, a média desses desvios ndo serve como medida,
pois sera sempre nula. A média dos modulos destes desvios pode ser usada, e da origem ao
DM, mas ndo é conveniente, do ponto de vista algébrico.

A dificuldade, portanto, é: como eliminar os sinais dos desvios, sem usar a fungao
moddulo? Este problema ¢ encontrado em varios outros ramos da Estatistica (por exemplo,
no desenvolvimento de modelos de regressdo) e a solugdo ¢ sempre a mesma: elevar os
desvios ao quadrado. Com isso, os valores negativos desaparecerdo, ja que qualquer nume-
ro ao quadrado se torna positivo. Na féormula do DM, simplesmente substituimos os modu-
los por quadrados:

n n

in_)_(‘ Z(xi_)?)z
DM=2 — st=E ()
n n

A medida resultante é chamada de varidncia, simbolizada por s°. Aplicando esta medida
sobre os dados do exemplo anterior (Fig. 5), temos:

. (0-3)"+(2-3)"+(2-3)*+(2-3)"+(3-3)+(3-3)*+(5-3)*+(7-3)" _
8

A variancia ¢ extremamente importante; ¢ com certeza a medida mais importante e
mais usada da Estatistica, depois da média aritmética. [remos por isso menciona-la em pra-
ticamente todos os capitulos subseqiientes.

No entanto, mesmo a variancia apresenta alguns problemas. O primeiro deles € o
das unidades empregadas. No exemplo acima, suponhamos que as observacdes se referem
ao numero de criancas em familias de um bairro. A média aritmética tem a mesma unidade
das observacdes, portanto serd igual a 3 criangas. A unidade da variancia, contudo, sera o
quadrado do unidade original, ja que os desvios foram elevados ao quadrado. Portanto,

s? = 4 criangas

4
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Esta unidade, “criangas ao quadrado”, ndo faz nenhum sentido, e dificulta a inter-
pretagdo da medida. A saida aqui € criar uma nova medida de dispersdo, dada pela raiz
quadrada da variancia. Esta medida sera representada por s, e denominada desvio-padrdo
(standard deviation). Sua expressao ¢, portanto:

s=Als? = 3)

A unidade desta medida serd a mesma unidade das observagdes; no exemplo acima, o
desvio-padrao sera

s = \/372 =Ja= 2 criangas

O segundo problema no uso, tanto da variancia quando do desvio-padrio, é que
nenhuma delas tem interpretagdo geométrica dbvia; isto ¢, ndo ¢ facil descobrir como elas
se relacionam com o gréfico de uma distribui¢do. As medidas que vimos anteriormente
(AT, IQ, DM) sdo medidas de distdncias, que podem ser facilmente identificadas em qual-
quer grafico:

AT: distancia entre os pontos extremos da distribuicao

IQ: distancia entre o terceiro e o primeiro quartil

DM: distancia média entre as observacdes e o centro da distribui¢ao

e sdo por isso conceitos faceis de serem compreendidos. Na variancia, por outro lado, os
desvios foram elevados ao quadrado, e o resultado ¢ uma média de distancias ao quadrado,
o que ndo faz muito sentido geometricamente.

Existe em geral uma relag@o entre os graficos de uma distribuicao e o valor de suas
medidas. A partir de um grafico de pontos ou de ramo-e-folhas, por exemplo, podemos es-
timar quais serdo aproximadamente a média a e mediana da distribuicdo, além de sua AT.
Com um pouco de pratica, podemos também ter uma idéia dos valores de seu IQ e DM. A
reciproca também ¢ verdadeira; a partir das medidas, podemos ter uma idéia aproximada
de como seria o grafico de uma distribui¢do. Com a variancia e o desvio-padrao, contudo,
isto ndo acontece. E dificil entender a relagdo que existe entre um grafico e estas medidas;
¢ dificil ter uma idéia de qual seria o desvio padrdo de uma distribui¢do, dado o seu grafi-
co, ou de imaginar como seria o grafico, dado o desvio-padrio.

Hé ainda um terceiro problema: como a variancia e o desvio-padréo sido baseados
na soma dos quadrados dos desvios, sdo medidas muito sensiveis aos valores discrepantes;
os desvios destes valores serdo grandes e, quando elevados ao quadrado ficariam ainda
maiores, € pesariam muito na soma.

Em compensacdo (e isto € o mais importante!), ambas as medidas tém excelentes
“propriedades amostrais”; ou seja, ¢ facil demonstrar matematicamente a relacdo existente
entre a varidncia de uma amostra e a variancia da populag@o de onde esta amostra foi reti-
rada. Por causa destas propriedades, a variancia e o desvio-padrio sdo as medidas de dis-
persdo que estdo na base de todas as técnicas mais usadas de Inferéncia Estatistica, como
veremos nos proximos capitulos..

Voltando aos exemplos da Fig.3; para as trés distribui¢des, as variancias e desvios-
padrdes sdo:
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s?, = 2,50 s’ = 1,83 s?. = 3,17
sa = 1,58 sy = 1;35 sc = 1,78

(i) Desvio-padrdo como medida de escala

Veremos mais tarde que o desvio-padrao desempenha um papel fundamental como
medida de escala, isto é, como unidade para a medicdo de distancias entre as observagdes e
o centro de uma distribuicdo (no modelo normal, se¢ao 3.4.4). Por enquanto, como primei-
ro exemplo desta utilizaco, citaremos um teorema que relaciona a proporcdo de observa-
¢des de uma distribui¢@o que se encontram além de um certo ponto, e a distancia deste
ponto em relag@o ao centro da distribui¢do. O teorema, demonstrado pelo matematico russo
Tchebishev, afirma que:

A propor¢ao de observagdes de uma distribuicdo que diferem
da média em mais de k desvios-padrdes ¢ de, no maximo, K

Isto quer dizer, basicamente, que grandes afastamentos da média sdo pouco prova-
veis. Se denotarmos a média e o desvio-padrdo pelas letras gregas p (mu) e o (sigma), res-
pectivamente, este teorema € expresso da forma:

1
P(X — y|> ko)< 7

Portanto, quanto maior o afastamento |X—x|, menor a proporc¢do. A propor¢do de
observagdes a mais de 2 desvios-padrdes acima ou abaixo da média serd de no maximo Y%;
a proporcao a mais de 3 desvios-padrdes, serd de no maximo 1/9:

1 1
PX —u|230)<—=—
(o sz 30)< -]

Este teorema ¢ um exemplo da utilizagdo do desvio-padrdo como medida de escala:
o afastamento dos pontos em relacdo a média foi medido em termos da quantidade de des-
vios-padrdes acima ou abaixo da média; o desvio-padrao foi portanto usado como unidade.
(Voltaremos a falar dele quando estudarmos a distribui¢do normal, na qual o desvio-padrao
também € usado como medida de escala, se¢do 3.4.4).

(ii) Varidncia e desvio padrdo corrigidos

Na Eq. 2, a variancia foi definida pela média dos quadrados dos desvios das obser-
vacdes em relagdo a média aritmética. Existe, contudo, um problema com esta versdo da
variancia: ela ndo ¢ muito Util para a inferéncia estatistica, isto ¢, para tirar conclusdes so-
bre uma populacdo a partir de uma amostra. Se a usarmos para calcular a variancia de uma
amostra, e depois quisermos usar o valor obtido como estimativa da variancia da popula-
cdo, esta estimativa serd subestimada; isto €, serd menor do que o valor verdadeiro.

Para corrigir isto, pode ser demonstrado que uma estimativa melhor ¢ obtida usando
a variancia corrigida, dada por:

2 =3 (x - X )
n—13
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O mesmo acontece com o desvio-padrao; sua versdo corrigida ¢ dada por:

1 & =
S =y 25~ X 5)

— L=l

A diferenca entre as egs. (2) e (4), e as eqgs. (3) e (5), € que usamos n—/ no denomi-
nador, em vez de n. E claro que, se a amostra for grande, isto ndo vai haver muita diferen-
¢a; por exemplo, se n=100, dividir por 100 ou dividir por 99 d4 quase no mesmo. Quando a
amostra for pequena, no entanto, € preciso tomar cuidado. Se n=5, por exemplo, dividir por
5 ou dividir por 4 leva a uma diferenca de 20% no resultado.

Alguns programas de Estatistica permitem calcular as duas versdes da variancia e
do desvio-padrio; outros calculam apenas uma. O R calcula apenas as versdes corrigidas.
Verifique, portanto, quando usar um programa, qual das das versdes da variancia e do des-
vio-padrio estdo sendo calculadas.

(iii) Cdlculo da varidncia de dados agrupados

Como acontece com a média (segdo 2.2.1.5), a varidncia de uma distribui¢do pode
também ser calculada aproximadamente, se os dados estdo agrupados em uma tabela de
distribuicdo de frequéncias. Se fizermos a suposicdo de que todos as observacdes em uma
classe tém valor igual ao ponto médio PM daquela classe, a varidncia pode ser aproximada

pela eq. (6):
D (PM, - X f,
§?=L= NC (6)

onde: PM; ponto médio da classej
f freqtiéncia da classe j
NC  numero de classes

E claro que, na realidade, os pontos nio tém todos valores iguais ao PM da classe.
Se a distribui¢do for unimodal e razoavelmente simétrica, isto ndo deve causar problemas
para o calculo aproximado da média, ja os desvios dos pontos acima e abaixo dos PMs
acabam se equilibrando. No grafico da Fig. 7, por exemplo, os dados estdo agrupados em 5
classes, como na Tabela 1. Na segunda classe (X=3 a X=5), ha cinco pontos acima do PM,
e trés abaixo; na quarta classe (X=9 a X=11), a situacg@o se reverte, o que faz com que os
erros desta classe compensem os da outra.

Para o célculo da variancia, contudo, isto ndo funciona, ja que os desvios sdo eleva-
dos ao quadrado; o resultado ¢ que a variancia aproximada calculada pela eq. (6) tende
sempre a ser maior do que a variancia verdadeira.
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X
X X X Tabela 1
X X X XX X ‘
XXXXXXX s_5 | 12
XXX XX 6-8 | 19
LIXX XX XN T XL XE N B
ol g e g Al o e d e s 5 51
Rt T e e e S P e
012345678901 234
Figura 7

Para evitar isto, pode ser usada a corregdo de Sheppard, que introduz na eq. (6) um
fator de correcdo que ¢ funcdo do intervalo de classe IC (eq. 7):

NC —,
Z (PM; - X)" 1, 2
2 =l IC
Scan‘ = NC - (7)

Zf 12

onde /C: intervalo de classe. (Esta forma de correcéo, contudo, sé funciona bem se a distri-
bui¢do for unimodal e simétrica, como a do exemplo; a formula tem que ser modificada,
para outros tipos de distribui¢ao).

2.2.2.5. Coeficiente de variacao (CV)

Todas as medidas de dispersdo vistas até agora sofrem de duas limitagdes. Primei-
ro: sO servem para comparar variaveis que tenham a mesma unidade. Se queremos verificar
se a variacdo ¢ maior no peso do que na altura dos individuos de uma amostra, por exem-
plo, ndo podemos usar as medidas AT, IQ ou desvio-padrdo, pois a dispersdo do peso esta-
ra expressa em quilogramas, a da altura em centimetros; estariamos comparando medidas
em duas unidades diferentes, o que ndo faz sentido. O ideal ¢ usar uma medida adimen-
sional, isto ¢, uma que ndo dependa das unidades das varidveis.

Segundo: s6 podemos comparar através destas medidas distribui¢des que tenham
aproximadamente a mesma média. Para ilustrar isto, suponha que tenhamos duas amostras,
uma de criangas (distribui¢@o A) e outra de homens idosos (distribuicido B), cujas idades
estdo representadas nos graficos da Fig. 8:

X X
X X X X X X
X X X X X X X X X X
+-—t——t——+-——+ +-—t——t——F+——+
0O 1 2 3 4 60 61 62 63 64
A B

Figura 8.
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Estas distribui¢des tém exatamente a mesma forma, unimodal e simétrica, e t€ém
médias iguais a 2 anos e 62 anos, respectivamente. Se compararmos as medidas de dis-
persdo destas duas distribui¢des, seremos levados a concluir que elas t€ém a mesma dis-
persdo, ja que em ambas AT =4 anos, IQ = 2 anos, s = 1,15 anos. Contudo, ndo podemos
deixar de reconhecer que o grupo das criangas ¢ muito mais heterogéneo do que o dos ho-
mens; existe muito mais diferenca entre uma crianga de 0 € uma de 4 anos, por exemplo,
do que entre um homem de 60 e um de 64 anos; precisamos, de alguma forma, relacionar
estas medidas de dispersdo ao nivel da distribuicao.

Isto pode ser feito, por exemplo, se tomarmos as razdes entre o desvio e a médias: a
crian¢a mais velha tem uma idade que ¢ o dobro da média (4/2 = 2), enquanto o homem
mais velho tem uma idade que ¢ apenas 3% maior que a média (64/62 = 1,03). O coeficien-
te de variagdo (coefficient of variation) ¢ uma medida que aproveita esta idéia, e compara
o desvio-padrio e a média, como na eq. (6).

S
CV=100x = (6)
X
Se comparamos as dispersdes das distribui¢cdes A e B usando esta medida, obtemos:
v, =S —100x 12— 5594 v, =S —100x 212 180
X X 62

Estes valores confirmam a idéia de que a variabilidade ¢ muito maior no grupo das crian-
cas (A) que no grupo dos homens (B).

Por usar a razao entre duas quantidades (desvio-padrdo e média) que tém a mesma
unidade, o CV também resolve a primeira limitacdo mencionada anteriormente: a unidade
do denominador anula a do numerador, e o CV fica portanto adimensional. Podemos, por
exemplo, comparar as dispersdes dos pesos e das alturas de homens em uma amostra. Num
grupo de 205 alunos de Medicina, com idade entre 19 e 25 anos, foram encontradas as se-
guintes medidas descritivas: para os pesos, média de 71,6 kg e desvio-padrao de 10,6 kg;
para as alturas, média de 176,7 cm e desvio-padrdo de 6,1 cm.

Intuitivamente, ¢ facil perceber que a variacdo do peso das pessoas deva ser maior
que a das alturas. E possivel, por exemplo, encontrarmos uma amostra de estudantes onde
o mais pesado tenha o dobro do peso do estudante mais leve (por exemplo, um com 110
kg, o outro com 55 kg); € praticamente impossivel, contudo, encontrar uma amostra onde o
estudante mais alto tenha o dobro da altura do mais baixo. Nao podemos comparar direta-
mente os desvios-padrdes do peso (em kg) com o da altura (em cm); podemos porém com-
parar os CVs:

6,1
CV e = 100X~ =100 x ——2 — 3 494
X 176,7 cm
CV,,, ~100x=~100x 106kg _ 14,8 %
! X 71,6 kg

Concluimos entdo, com base nos CVs, que a dispersdo do peso, nesta amostra, ¢
bem maior que a da altura.

Como qualquer medida, o CV também tem suas limitagdes. A mais importante de-
las € que, por expressar o desvio-padrdo como uma porcentagem da média, o CV ndo pode
ser usado quando a média ¢ nula (n@o podemos ter zero no denominador da razio).
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2.2.2.6. Vantagens e desvantagens de cada medida

- Amplitude Total (AT): é a menos util das medidas, pois ¢ influenciada demais pelos
pontos extremos (discrepantes ou nao).

- Intervalo Quartilico (IQ): util quando trabalhamos com diagramas de Tukey. Nao é
muito usado para Inferéncia Estatistica.

- Variancia (s°) e desvio-padrdo (s): sdo as medidas mais usadas para comparar a disper-
sdo de duas variaveis de mesma unidade e aproximadamente a mesma média; muito
uteis na Inferéncia Estatistica.

- Coeficiente de Variagdo (CV): permite comparar as dispersdes de distribuicdes de
variaveis que tenham unidades diferentes (pesos e alturas, por exemplo) ou médias
diferentes.
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